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Causal links between foreign direct investment and import demand in ECOWAS Countries: A view through meta-analysis
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This study examines the relationship between Foreign Direct Investment (FDI) and import demand for 11 member countries of the Economic Community of West African States (ECOWAS) during the period 1970-2017. We employ a causality test based on Meta-analysis which considers the issues of cross-sectional dependency and slope heterogeneity among countries. The empirical findings indicate that the causal nexus between FDI and imports is one way running from imports to FDI. The results also reveal heterogeneity across countries in the causal nexus between FDI and imports. There is no evidence of causality between the two variables for seven countries while there is unidirectional causality from FDI to imports for two countries, and from imports to FDI for two countries.

Key words: imports, foreign direct investment, Granger causality, cross-sectional dependency, Economic Community of West African States (ECOWAS).

INTRODUCTION

Foreign direct investment is an important instrument of economic development, especially for the developing countries facing a large resource gap. It enables them to build up physical capital and enhance skills of local labor through transfer of technology and managerial practices. On the other hand Foreign Direct Investment (FDI) help developing countries integrate into the global economy. In this way, FDI inflows affect the balance of payments of the host countries. In this study, we investigate the link between FDI and imports for 11 member countries of the Economic Community of West African States (ECOWAS). The relationship between FDI and imports is a debated topic in the economic literature. On the theoretical ground, there may exist a two-way causal relationship between FDI and imports. First, if imports are viewed by investors as evidence of existence of a profitable market, FDI might be attracted to the host country. On the other hand, FDI can influence imports both at the initial investment and operation phases. At the initial investment phase, FDI industries import capital and intermediate goods that are not produced in the host country. This contributes to increase imports and deteriorate the trade balance. At the operation phase of the investment, if FDI industries use local inputs of production, they may not have significant effect on imports. On the contrary, if they rely on imported inputs to satisfy the quality standards required by the world market, they will increase the demand for imports (Hailu, 2010).
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On the empirical side, a number of studies have explored the link between FDI and imports. However, the empirical evidence is quite mixed and inconclusive. Some studies support the existence of a causal relationship between FDI and imports (Liu et al., 2001; Dritsaki et al., 2004; Pacheco-Lopéz, 2005; Iqbal et al., 2010) while others fail to support it (Lin, 1995; Kiran, 2011; Chantha et al., 2018). The empirical approaches examining the nexus between FDI and imports are based on times series and panel data methods. A major problem with panel data analyses is the implicit assumption that countries share common characteristics. This is likely to not be true given differences not only in institutional and economic structures of countries but also in their reactions to external shocks. Another shortcoming of these studies is that they assume cross-sectional independence across countries. This assumption is panel country-specific characteristics. Therefore, in this study unlikely to hold because countries of a panel may be linked one to another. Thus, the estimates from standard data regression methods are potentially misleading because they ignore cross-sectional dependence and we use panel data estimation method that accommodates with both cross-sectional dependence and heterogeneity.

**MODELING FRAMEWORK**

To test for Granger causality between FDI and imports, this study employs the modified-Wald test proposed by Toda and Yamamoto (1995). This method is more efficient in small sample data sizes and is particularly appropriate for time series for which the order of integration is not necessarily the same or the order of integration is more than one. Another advantage is that it does not require the pre-testing of the time series for co-integration. This is important since the unit root and the co-integration tests in general suffer from low power and different tests often lead to conflicting results. The basic idea of the Toda and Yamamoto (1995) causality approach is to intentionally over-fit the level VAR model by extra lags. Thus, the model VAR to be estimated in this study is specified as follows:

\[
M_{it} = \alpha_{i1} + \sum_{j=1}^{k_i} \beta_{ij} M_{it-j} + \sum_{j=1}^{k_i} \gamma_{ij} FDI_{it-j} + \mu_{i1t} \\
FDI_{it} = \alpha_{2i} + \sum_{j=1}^{k_i} \beta_{2ij} M_{it-j} + \sum_{j=1}^{k_i} \gamma_{2ij} FDI_{it-j} + \mu_{2it} 
\]

where \(d_{max}^i\) is maximal order of integration of variables for each country \(i\).

Once this augmented level VAR is estimated, a standard Wald test is applied to the first \(k_i\) parameters to make causal inference. For example, the null hypothesis that FDI does not Granger cause imports (M) is: \(\gamma_{ij}=\ldots=\gamma_{1k_i}=0\) for \(i=1,\ldots,N\). Under the null hypothesis, the individual Wald statistics have an asymptotic chi-square distribution with \(k_i\) degrees of freedom. We use Fisher (1932) test statistic to make causal inference at the panel level. This test combines several \(p\)-values of identical and independent tests as follows:

\[
\hat{\lambda} = -2 \sum_{i=1}^{N} \ln(p_i) 
\]

where \(p_i\) is the \(p\)-value corresponding to the Wald statistic of the \(i\)-th individual panel unit. This test statistic has a chi-square distribution with \(2N\) degrees of freedom.

The limit distribution of the Fisher test statistic is not valid in the presence of cross-section dependency. To deal with such inferential problem, we follow the bootstrap methodology suggested by Emirmahmutoglu and Nezir (2011) to generate empirical distribution of Fisher test statistic. For simplicity, we focus on testing causality from FDI to imports (M) in Equation 1. The steps of the bootstrap procedure proceeds as follows:

Step 1: We determine the maximal order of integration of variables for each country, using the PP test of Phillips and Perron (1988).

Step 2: We estimate Equation 1 by OLS for each country and select the optimal lag length \(k_i\) through the Akaike Information Criteria (AIC) by starting with \(k=4\) and applying a top down strategy.

Step 3: By using \(k_i\) and \(d_{max}^i\), from Steps 1 and 2, we re-estimate Equation 1 by OLS under the null hypothesis \((\gamma_{11i}=\gamma_{12i}=\ldots=\gamma_{1k_i}=0)\) and obtain the residuals for each individual.

\[
\hat{\mu}_{i1t} = M_{it} - \hat{\alpha}_{i1} - \sum_{j=k_i+1}^{k_i+d_{max}^i} \hat{\beta}_{ijj} M_{it-j} - \sum_{j=k_i+1}^{k_i+d_{max}^i} \hat{\gamma}_{ijj} FDI_{it-j} 
\]

Step 4: We select randomly a full column with replacement from the matrix at a time to preserve the cross covariance structure of the error-terms. We denote the bootstrap residuals as \(\hat{\mu}_{i1t}^*\).

Step 5: We generate the bootstrap sample of import variable M under the null hypothesis:
that economy. The data cover the period from 1970 to 2017. Foreign direct investment and imports are measured as share of Gross domestic product (GDP) so as to eliminate the effects of economic growth and prices. The countries under study include: Benin, Burkina Faso, Cote d’Ivoire, The Gambia, Ghana, Mali, Niger, Nigeria, Senegal, Sierra Leone and Togo. The selection of countries and time periods is limited by data availability. Data were obtained from the World Development Indicators of the World Bank. Table 1 outlays the summary statistics for the variables. This table reveals a disparity in FDI and imports among ECOWAS countries. The average import penetration rate varies from 14.058% in Nigeria to 49.128% in Togo. Inward FDI as share of GDP varies from 0.799% in Burkina Faso to 2.870% in Sierra Leone.

Before applying the Granger causality tests, the presence of cross-sectional dependence in the error terms of Equation 1 was tested. It has been demonstrated that neglecting cross-sectional dependence could cause bias and inconsistent results (Breusch and Pagan, 1980; Bai and Kao, 2006; Pesaran, 2006; Kapetanios et al., 2011; Sarafidis and Wansbeek, 2012). The results of the cross-sectional dependence tests are presented in Table 2. This table also reports the results of the slope homogeneity tests based on Swamy (1970) test and the delta tilde and adjusted delta tilde tests developed by Pesaran and Yamagata (2008). The results strongly indicate that the null hypothesis of no cross-sectional dependence is rejected at the 5% level of significance. The cross-sectional dependence tests thereby support evidence of high connection among the ECOWAS countries, which implies that any shock that occurs in one country can quickly be transmitted to other countries. The results also support country-specific heterogeneity, implying that the direction of causal linkages between FDI and imports may differ across countries.

Table 1. Descriptive statistics of the variables.

<table>
<thead>
<tr>
<th>Country</th>
<th>FDI (% GDP)</th>
<th>M (% GDP)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std.</td>
</tr>
<tr>
<td>Benin</td>
<td>1.388</td>
<td>1.447</td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>0.799</td>
<td>1.210</td>
</tr>
<tr>
<td>Cote d’Ivoire</td>
<td>1.384</td>
<td>0.974</td>
</tr>
<tr>
<td>Ghana</td>
<td>2.268</td>
<td>3.089</td>
</tr>
<tr>
<td>Mali</td>
<td>1.388</td>
<td>1.763</td>
</tr>
<tr>
<td>Nigeria</td>
<td>1.476</td>
<td>1.149</td>
</tr>
<tr>
<td>Senegal</td>
<td>1.215</td>
<td>1.146</td>
</tr>
<tr>
<td>Sierra Leone</td>
<td>2.870</td>
<td>6.420</td>
</tr>
<tr>
<td>Togo</td>
<td>1.923</td>
<td>3.311</td>
</tr>
<tr>
<td>Panel</td>
<td>1.828</td>
<td>3.097</td>
</tr>
</tbody>
</table>

Note: Std. denotes standard deviation.

where \( \hat{\alpha}_i, \hat{\beta}_{ij}, \) and \( \hat{\gamma}_{ij} \) are the estimations from Step 3.

Step 6: Substitute \( M_{it}^* \) for \( M_{it} \) and estimate Equation 1 without imposing any parameter restrictions on it and then the individual Wald statistics are calculated to test non-causality null hypothesis separately for each country. Using these individual Wald statistics which have an asymptotic chi-square distribution with \( k \) degrees of freedom, we compute individual \( p \)-values. Then, the Fisher test statistic given by Equation 3 is obtained.

We generate the bootstrap empirical distribution of the Fisher test statistics repeating Steps 4-6 many times and compute the bootstrap critical values by selecting the appropriate percentiles of these sampling distributions.

Our methodology has three advantages. It allows the lag orders on autoregressive coefficients and exogenous variable coefficients to vary across countries. Furthermore, it accommodates both for heterogeneity and cross section dependency.

DATA AND EMPIRICAL RESULTS

To carry out the empirical investigation, this study uses annual time series data of inward FDI and imports (M) for a panel of 11 ECOWAS member countries. According to the World Bank, FDI refers to the net inflows of investment to acquire a lasting management interest (10% or more of voting stock) in an enterprise, operating in an economy other than that of the investor and can be further developed as the sum of equity capital, reinvestment of earnings, other long term capital, and short-term capital as shown in the balance of payments in
Table 2. Cross-sectional dependence and homogeneity tests.

<table>
<thead>
<tr>
<th>Test</th>
<th>Statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-sectional dependence test</td>
<td>Breusch-Pagan LM</td>
<td>67.339</td>
</tr>
<tr>
<td></td>
<td>Pesaran CD</td>
<td>1.666</td>
</tr>
<tr>
<td></td>
<td>Pesaran scaled LM</td>
<td>1.176</td>
</tr>
<tr>
<td>Homogeneity test</td>
<td>Delta</td>
<td>194.302</td>
</tr>
<tr>
<td></td>
<td>Delta adjusted</td>
<td>206.876</td>
</tr>
<tr>
<td></td>
<td>Swamy test</td>
<td>3018.011</td>
</tr>
</tbody>
</table>

* and ** indicate significance at the 5 and 10% levels, respectively.

Table 3. Unit root test.

<table>
<thead>
<tr>
<th>Country</th>
<th>FDI</th>
<th>M</th>
<th>ΔFDI</th>
<th>ΔM</th>
<th>dmax_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benin</td>
<td>0.024*</td>
<td>0.013*</td>
<td>0.000*</td>
<td>0.000*</td>
<td>0</td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>0.165</td>
<td>0.014*</td>
<td>0.000*</td>
<td>0.000*</td>
<td>1</td>
</tr>
<tr>
<td>Cote d’Ivoire</td>
<td>0.017</td>
<td>0.163</td>
<td>0.000*</td>
<td>0.000*</td>
<td>1</td>
</tr>
<tr>
<td>Gambia</td>
<td>0.105</td>
<td>0.284</td>
<td>0.000*</td>
<td>0.000*</td>
<td>1</td>
</tr>
<tr>
<td>Ghana</td>
<td>0.757</td>
<td>0.628</td>
<td>0.000*</td>
<td>0.000*</td>
<td>1</td>
</tr>
<tr>
<td>Mali</td>
<td>0.019</td>
<td>0.007*</td>
<td>0.000*</td>
<td>0.000*</td>
<td>0</td>
</tr>
<tr>
<td>Niger</td>
<td>0.364</td>
<td>0.197</td>
<td>0.000*</td>
<td>0.000*</td>
<td>1</td>
</tr>
<tr>
<td>Nigeria</td>
<td>0.130</td>
<td>0.092*</td>
<td>0.000*</td>
<td>0.000*</td>
<td>1</td>
</tr>
<tr>
<td>Senegal</td>
<td>0.008</td>
<td>0.017</td>
<td>0.000*</td>
<td>0.000*</td>
<td>0</td>
</tr>
<tr>
<td>Sierra Leone</td>
<td>0.027*</td>
<td>0.199</td>
<td>0.000*</td>
<td>0.000*</td>
<td>1</td>
</tr>
<tr>
<td>Togo</td>
<td>0.000</td>
<td>0.053*</td>
<td>0.000*</td>
<td>0.000*</td>
<td>0</td>
</tr>
<tr>
<td>Panel</td>
<td>0.000</td>
<td>0.053*</td>
<td>0.000*</td>
<td>0.000*</td>
<td>0</td>
</tr>
</tbody>
</table>

Notes: The values presented in Table are p-values. * (**) indicates the rejection of the null hypothesis of unit root at 5% (10%) significance level.

As a second step of our empirical analysis, we test for the link between FDI and imports is one way running from imports to FDI.

Conclusion

In this study, we have investigated the causal relationship between inward foreign direct investment and imports in 11 ECOWAS countries. The data set comprises annual data on FDI and imports as share of GDP for a period spanning from 1970 to 2017. The study applied the Granger causality testing approach suggested by Toda and Yamamoto (1995) in heterogeneous mixed panel by using a Meta-analysis. We found that there are strong correlations among the ECOWAS countries. Therefore, we have applied the bootstrap method to generate the empirical distribution of the Fisher test. The empirical findings indicate that the causal nexus between FDI and imports is one way running from imports to FDI. This suggests that FDI inflows to ECOWAS area are attracted by its foreign trade strategy. The results also reveal heterogeneity across countries in the causal nexus.
between FDI and imports. There is no evidence of causality between the two variables for seven countries while there is unidirectional causality from FDI to imports for two countries (Ghana and Niger), and from imports to FDI for two countries (Mali and Togo). These findings suggest that foreign direct investment would not deteriorate the trade balance of most of ECOWAS countries.
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Table 4. Granger causality test.

<table>
<thead>
<tr>
<th>Country</th>
<th>ki</th>
<th>Ho: FDI does not cause M</th>
<th>Ho: M does not cause FDI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Wald</td>
<td>p</td>
</tr>
<tr>
<td>Benin</td>
<td>1</td>
<td>0.241</td>
<td>0.623</td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>1</td>
<td>0.512</td>
<td>0.474</td>
</tr>
<tr>
<td>Cote d’Ivoire</td>
<td>1</td>
<td>0.142</td>
<td>0.705</td>
</tr>
<tr>
<td>Gambia</td>
<td>1</td>
<td>0.394</td>
<td>0.530</td>
</tr>
<tr>
<td>Ghana</td>
<td>4</td>
<td>11.977</td>
<td>0.017</td>
</tr>
<tr>
<td>Mali</td>
<td>1</td>
<td>1.060</td>
<td>0.303</td>
</tr>
<tr>
<td>Niger</td>
<td>1</td>
<td>5.169</td>
<td>0.023</td>
</tr>
<tr>
<td>Nigeria</td>
<td>2</td>
<td>2.521</td>
<td>0.284</td>
</tr>
<tr>
<td>Senegal</td>
<td>2</td>
<td>0.608</td>
<td>0.738</td>
</tr>
<tr>
<td>Sierra Leone</td>
<td>1</td>
<td>1.309</td>
<td>0.252</td>
</tr>
<tr>
<td>Togo</td>
<td>4</td>
<td>1.199</td>
<td>0.878</td>
</tr>
<tr>
<td>Fisher test (λ)</td>
<td>28.632</td>
<td>0.155</td>
<td>39.797</td>
</tr>
</tbody>
</table>

Lag orders ki are selected by minimizing the AIC criteria. The asterisks * and ** denotes the rejection of the null hypothesis at the 5 and 10% significance levels, respectively.
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The implementation of IFRS9 as with any structural change to accounting policies requires a strategic development and implementation, and a concerted effort from many departments. This paper investigated the role of internal auditors at Lebanese banks in the implementation of accounting standards. The local banking system is surveyed in a targeted manner to test for significant shortcomings in the ideal strategic implementation of IFRS 9 by internal auditors. This is done by constructing a tailored survey based on the defined role of the internal auditor by regulatory agencies, external auditors, and by international standards with special attention to IFRS 9. The findings suggested that internal auditors in Lebanon did perceive themselves as having the required knowledge for the implementation and on the other hand would have benefited from an implementation plan with an emphasis on strategic synergies between key departments. In a final note, the study found that the implementation of IFRS 9 could find a value added strategic role of the internal auditor if the process of feedback and control started at the front office.

Key words: Internal audit, audit function, IFRS 9, implementation, Lebanon.

INTRODUCTION

The Norwalk Agreement of 2002 between the International Accounting Standard Board (IASB) and the US Financial Accounting Standard Board (FASB) was intended to converge International Financial Reporting Standards (IFRS) and US Generally Accepted Accounting Principles (USGAAP). The ambition of the project turned out to be more difficult than anticipated and the agreement slowly progressed. Most significant in these changes was the standardization of revenue recognition, insurance, financial instruments, and leases (BakerTilly, 2014). After the 2008 financial crisis and the criticisms from users of financial statements and external auditors, work was accelerated in order to address the accounting issues which hid some of the pre-crisis signs especially the timeliness of expected credit losses recognition. As a result, in July 2014, the final version of a new accounting principle for financial instruments was created, and became effective as of January 2018 (early adoption was allowed) (IFRS, 2014a, b).

The rising complexity and timely implementation of the new standards pushed local and international regulators to give internal auditors a more important role within

*Corresponding author. E-mail: chayaj@protonmail.ch.

Author(s) agree that this article remain permanently open access under the terms of the Creative Commons Attribution License 4.0 International License
financial institutions. Traditionally internal auditors are perceived as independent consultants within the institution who provide assurances which add value, manage risk and improve operations, controls, compliance and governance processes. This being said, given the findings of this study, it is advocated that the role of internal auditors should also encompass strategic organizational alignment.

The aim of this paper was to investigate the role of internal auditors at select Lebanese banks in the implementation of accounting standards. The role is defined by the Basel Committee on Banking Supervision Guidance (Bank of International Settlements, June 2012) and was amended to include post 2008-financial crisis practices. Independence, competency, supervisory role all increased significantly in this amended definition. The implementation of IFRS9 has significantly altered optimal banking operation; in this regard, internal auditors must be made strategic actors in the development of strategic operational plans with the goal of increasing profitability, reducing risk, and avoiding the costly repercussions of this implementation.

To accomplish this, several fundamental questions have been identified:

1. Is the role of the internal auditor clearly defined and understood within the Lebanese banking sector?
2. How do regulators perceive the role of internal auditors in Lebanese banks?
3. Is the role of internal auditor segregated from other functions?
4. Are internal auditors knowledgeable in the implementation of IFRS9?
5. Is the internal audit function strategic or supportive in the Lebanese banks? If strategic, where can it add value?

To address these questions, this paper seeks to:

1. Assess the role of internal auditors in the implementation of IFRS 9.
2. Identify the key responsibilities of the internal auditors and the value added that can be created.
3. To provide the national audit body with insight into its implementation.

LITERATURE REVIEW

International standards

To promote confidence in the local financial system and to comply with international standards, the Banque du Liban (BDL) [or the Central Bank of Lebanon] institutionalized the implementation of IFRS 9 in the local financial sector. The application and the monitoring of IFRS 9 is one way to regain investors’ confidence that has deteriorated as a result of the financial crises (Beerbaum, 2017). This standard was implemented effective as of the 1st of January 2018 in all countries that follow the International Auditing Standards Board; and it has significant impacts on the financial industry. The newly implemented IFRS 9 will replace IAS 39, and will change banking operations materially (Carrasco, 2015). All financial institutions in Europe, MENA region, Asia, Oceania, and Africa will change the way they are calculating their impairment, provisions, and financial reporting (ibid).

In terms of definition, IFRS 9 defines how an organization would “measure and classify its financial assets, liabilities, and methods to do their contracts to sell or buy non-financial items” (IFRS, July 2014). Financial assets are measured based on the entity's business model and based on the “contractual cash flow” characteristics. Hence, they are either measured at amortized cost, fair value through profit and loss, or fair value through other comprehensive income. Upon any change made to the business model, the entity has to adjust the classification of the financial assets. Impairment of financial assets is recognized in stages, and is determined based on the level of the credit loss.

IFRS 9 also identifies a framework for measuring financial liabilities. (IFRS, July 2014) They are either measured at amortized cost or at fair value through profit and loss such as derivatives and hedging instruments, especially for those held for trading purposes. It is obligatory to reclassify financial liabilities upon initial recognition only. Entities cannot reclassify them at a later stage. On the other hand, IFRS 9 specifies special provision considerations for three types of hedging instruments such as “fair value hedge”, “cash flow hedge”, and “net investment of foreign operation”. However, entities are allowed to follow IAS 39 for hedging requirements while applying IFRS 9.

Contrary to widespread belief, IFRS 9 not only affects financial institutions. The aim of this standard is to reduce income statement volatility through measuring more assets and liabilities at fair value. It also aims for the early detection of any possible impairment or predicted future credit loss. Some entities will be highly affected by the consequences of this standard. For example, loans in banks are subject to this risk, so these institutions have to consider the possible credit loss even if it is most likely that this loan will be collectible (Price Water Cooper, 2017). The newly required disclosures will help banks optimize their balance sheet and improve their reporting, which will cut costs (ibid). This standard brings financial stability in addition to other intended benefits and consequences (Institute of Chartered Accountants in England and Wales, 2018).

IFRS 9 goes beyond the work of accounting to impact the entity’s systems and processes. It is not only an accounting change, but a challenge for the organization as a whole (Deloitte, 2017). This paper seeks to assess the critical role of Internal Auditors in the Implementation of IFRS 9. In doing so, a discussion of the key
responsibilities of the Internal Audit function and then explore areas where value can be added. This study aim to obtain empirical evidence from the Lebanese banking system, as this topic is still new and evolving. Lebanese banks are obliged by the Central Bank of Lebanon (BdL), and regulatory bodies to implement this standard as of the 1st of January 2018. By this contemporaneous nature, we intend to provide the national audit body with an insight into its implementation. To achieve this aim, a mix research approach of quantitative and qualitative analysis is used. 45 surveys were distributed to concerned parties about the implementation of IFRS 9 across the diverse banks operating in Lebanon. Moreover, seven in-depth interviews were conducted to explore the contemporary implementation of this new standard in terms of improvements and difficulties faced.

Role of Internal Audit in IFRS9 Implementation at Banks

Due to expanding of internal audit responsibilities and in order to achieve skillfully its traditional role by providing objective assurance and consulting activities to the management of the organization in the intent to improve organization operations, the internal audit should enhance its value preservation role and develop a role in value creation by helping management in assessing risks, improving control system, and comply with required rules and regulations (KPMG, 2007).

Internal auditors help their organizations to succeed by enhancing systems design, assessing business models, and providing consulting activities in the sake of improving efficiency and effectiveness of entity operations. Expending internal audit duties enforce auditors to develop their risk-based audit plan to incorporate automated preventive audit that help enhancing control and lowered costs. Internal auditors should develop their skills and knowledge’s to become heavily finance focused in order to meet the recent requirements of accounting standards (Ibid).

The Bank of International Settlements (BIS) released a publication of the role of internal auditors in banks according to the Basel Committee (Bank of International Settlements, 2012). Internal auditors are responsible for providing independent, objective assurance and consulting activity designed to add value, improve and evaluate the effectiveness of risk management, internal control, and governance process in the organization, and are required to abide by local regulations and international standards such as those issued by the Institute of Internal Auditors (IIA). They should use a risk based approach to determine their Audit plans, and must report their findings to management (for instance, Board of Directors in the bank) and to the audit committee and senior management. According to principle 7 reported in this publication, internal auditors have to “ensure proper coverage of matters of regulatory interest within the audit plan.” They have to respond to key risk management issues and adhere to the regularity requirements as depicted in Exhibit 1:

According to the Institute of Internal Auditors, internal auditors are requested by definition to do the following: (Deloitte, 2016),

1) “Assure the presence of assets and advise on the proper safeguards to protect them.
2) Examine the soundness of the internal controls system;
3) Recommend enhancements for these controls;
4) Examine “compliance with policies and procedures and sound business practices”;,
5) Assess compliance with laws and regulations.
6) Review operations and programs and check whether they are being carried out as planned and reported;
7) Investigate the occurrence of any possible fraud and other types of illegal and unethical acts such as “embezzlement, theft, waste, etc…” Figure 1 depicts a mapping of how internal auditors are engaged in the different phases of implementation.

Deloitte considers that internal auditors are responsible to assess the availability and quality of data sets that will be used in Expected Credit Loss (ECL) calculations (Ibid). They should review the developed methodologies and models to make sure management is making unbiased and timely estimates. Moreover, they should evaluate practicing strong governance and control to help the bank in achieving the objectives of IFRS 9.

Actually, the globalization of banking operations and financial markets has increased the role of internal audit in evaluating reliable information and in improving sound corporate governance (Ester and Garcia-Perez de Lema, 2012). The Sarbanes-Oxley Act has released several codes related to governance as they found a strong relationship between the quality of governance and protection of users’ interests (Garcia-Perez de Lema, 2007). In the Spanish banking industry, new regulatory framework requested internal control to new guidelines for their internal audit functions (IAF) by issuing acts related to finance, transparency, governance, audit and sustainable economy; and enhanced recommendations for more reliable financial reporting (Aldama, 2003). Internal control has a critical role in their monitoring of proper financial reporting. They have a day-to-day role that maintains quality of management actions as well as external auditors’ work. The importance of this role was tested with and without the presence of internal controls (Prawitt et al., 2009). Results proved that sound IAF revealed an environment that is free from fraudulent financial reporting, and reduced the presence of errors by detecting them earlier prior to the external audit work. In the literature, there is limited discussion about the role of internal audit in the implementation of IFRS 9 as our topic is new; but in general, there is a proven relationship between IAF and external auditing, and IAF and financial reporting (Ester and Garcia-Perez de Lema, 2012).
Relationship between internal and external audit

Internal auditors must understand the operational as well as the financial aspects of their entity (Martin and Lavine, 2000). Increased understanding and effectiveness in their work leads to cost savings as this will reduce external audit work. Usually, external auditors examine the soundness of the bank’s internal controls in their planning phase; and the better the controls, the less audit procedures need to be performed, which eventually decreases the external auditing budget (Krishnamoorthy, 2000). Krishnamoorthy added that when examining their work, external auditors should check the competence, objectivity, and work done by internal auditors, keeping in mind that knowledge of the international accounting standards is an essential component of their competency grade.

In the scope of the study, when internal auditors are knowledgeable about IFRS 9, they are competent and less effort will be made by external auditors which would reduce cost. If they are not applying this standard and verifying its proper implementation by the bank’s management, this will be reflected in the external auditor’s report, and incurs losses to the bank from different perspectives. The American Institute of Certified Public Accountants (AICPA) requests this coordination among both parties for a complete audit report, and eliminates the possibility of duplicate efforts (Ester and Garcia-Perez de Lema, 2012).

Internal auditors and financial reporting

Financial reporting is not the sole responsibility of the internal audit function; internal auditors play a vital role in early fraud detection (Committee of Sponsoring Organizations of the Treadway Commission, n.d.). The latter are considered the most knowledgeable parties in the entity in the scope of operational activities. Several studies have proved how they perform analytical tests to avoid irregularities in transactions of high inherent and control risk (Spira and Page, 2003; Sarens and De Beelde, 2006). However, there remains the possibility that as internal parties, internal auditors would misreport the compliance and irregularities done by management for certain incentives (Asare et al., 2008). In an overview of the role of internal auditors in financial reporting, and according to Internal Audit standards, internal auditors have two roles in reporting - strategic and operational.

The operational role involves:

1) “Being engaged in setting the policies and procedures that enhance the planning and organizing of internal audit operations.
2) Complying with the risk management framework to review their work and its impact on financial reporting.
3) Supervising administrative acts such as budgeting, HR practices, etc. to be well directed.
4) Proper technical interviewing before hiring internal auditors, which has an indirect impact on the accuracy of
financial reporting.
5) Reporting on the risk management application and procedures to senior management, as minutes of meeting regarding these issues will be used by external auditors when auditing the financial reports of the bank.
6) Maintaining a proper Quality Assurance Improvement Program to ensure better reporting. The strategic role involves (Internal Audit Standards from the Certified Internal Audit Program, 2018):

1) “Coping with changes, and being the catalysts for new changes to financial reporting.
2) Networking with the audit committee and executives.
3) Working as a collaborative team on business process enhancements.
4) Maintaining a proper ethical environment and investigating any ethical dilemma to assess its impact on financial reporting.
5) Educating superiors and senior management on best practices of management and compliance.
6) Communicating findings and key performance indicators with senior management and making them available to those who need them.
7) Coordinating their efforts as internal auditors with external auditors and regulatory bodies.
8) Assessing the bank’s performance in meeting corporate objectives and maintaining an adequate performance system.”

**IFRS9 implementation at Lebanese banks**

In light of persistent global economic stagnation and regional political-economic turmoil BdL has resorted to financial engineering policies as part of its monetary policy objectives (Banque du Liban, 2016; 2017). Following an operation to acquire reserves from the banks in return for purchasing holdings of Lebanese Pound (LBP) denominated debt at prices including large capital gains for the banks (known as the “financial engineering”), international reserves reached almost US$44 billion. This covers 100% of short-term debt and the IMF reserve adequacy metrics. Banks have been asked to retain part of the profits from this transaction to meet capital requirements stemming from the adoption of IFRS 9, planned for 2018 (World Bank, 2016).

Furthermore, and in order to meet the IFRS9 requirements and Pursuant to the Code of Money and Credit, notably Articles 70, 146, 174, and 182, BdL issued Basic Circular No.143 addressed specifically to the banks, financial institutions, and external auditors. Exhibit 2 shows a summary of the aforementioned circular.

**METHODOLOGY**

This research used a mix research approach of quantitative and qualitative analysis. Quantitative analysis is performed utilizing a survey questionnaire. In fact, 45 surveys were distributed to concerned parties about the implementation of IFRS 9 across a sample of banks operating in Lebanon while qualitative analysis is performed based on seven in-depth interviews conducted to explore the contemporary implementation of this new standard in terms of improvements and difficulties faced.

A questionnaire designed around professional qualifications, roles and responsibilities, to assess the status of IFRS9 implementation according to internal auditors was developed and distributed to local commercial banks (Appendix A). In addition, guided interviews were conducted with members of regulatory bodies to identify the perceived role of IFRS 9 implementation by external bodies on the proper and adequate implementation and the role of the internal auditors (Appendix B). The results from the research are novel and unique in nature and can serve as a guide in the continued application and transition to regulatory requirements and the vital role played by internal auditors.

The role of internal auditors was segmented into four distinct categories under which questions were developed to quantify the perception of internal auditors with regard to those roles. These categories were derived from the definitions of roles from the IIA, Basel committee, IFRS, national regulators:

1) Audit model and risk processing
2) Development, validation, and approval
3) Specification and design
4) Implementation and monitoring.

The results from these categories would be compared to the well-defined role of the internal auditor.

The role of internal auditors was segmented into four distinct categories under which questions were developed to quantify the perception of internal auditors with regard to those roles. These categories were derived from the definitions of roles from the IIA, Basel committee, IFRS, national regulators:

**RESULTS AND DISCUSSION**

**General**

81.8% of the respondents were between the ages of 35-45 and 62.2% male, and 46.7% holds a masters degree. A third of the respondents have less than 5 years of experience with their employer, and the remaining 67% have over 5 years of experience. 60% of respondents are members of the IIA Lebanon Chapter. 87% self-report having knowledge of IFRS 9 yet 22% report that the

---

1 Arab Bank, Bank Audi, BBAC, BLC, BML, Bank of Beirut, Blom Bank, Blominvest, Capital Finance Company, First National Bank, Fransabank, Lebanon and Gulf Bank, Middle East Capital Group, National Bank of Kuwait, SAMBA Bank, SGBL.
internal audit department does not have a role in the implementation of IFRS9 as it would be a conflict of interest and the role of the internal auditor would come at a later stage. Furthermore, 51.1% of the respondents observed that their respective banks did not coordinate the role of the internal audit department and that of financial control and risk within the implementation of IFRS9. 88.9% of interviewees believe that the internal audit department has the needed capability to complete their work.

**Role 1: Audit Model and Risk Processing**

58% of the respondents are using internally developed Expected Credit Loss (ECL) Models. 68% of the banks are using the advanced approach with regards to ECL. Both results might suggest an advanced understanding of the IFRS9 implementation.

84.4% of respondents believed that the internal audit function should assess the design and methodology used to calculate ECL. This result is satisfactory as it in line with the expected role of the internal auditors. It is possible that the remaining 15% of respondents believe that ECL modeling requires advanced expertise under the purview of the risk and IT departments.

91% of the respondents believed that the internal audit department should test the accuracy, completeness, and reliability of data incorporated into the risk model. Thus, a major consensus among internal auditors in Lebanon that in general, they understand their responsibilities in this regard was observed. The 9% whom are neutral may represent those not implementing the standard, or implementing it without proper knowledge and understanding. These banks should enhance the internal audit awareness by encouraging them to participate in training programs related to the topic.

93% of the respondents believe that the internal audit function at the bank should test the implemented model’s consistency with the approved model. It should be noted that the main role of the internal audit is to evaluate and improve the effectiveness of governance process and banking systems in addition to ensuring that IT support and coordination with bank departments is effective and efficient. In that end, 84% of the respondents believed that the internal audit function played an important role in testing the effectiveness of IT support.

In regards to the perceptions of internal auditors in their role of testing ECL models to provide objective results and reporting, and whether there is ongoing monitoring for the whole process, all but one respondent were in agreement that this role is to be assigned to the internal audit function, as testing objectivity and ongoing monitoring of the whole process of IFRS 9 are non-negotiable. The process is on an ongoing basis, rather than a one-time ECL calculation or a one-time test for classification and measurement of assets and liabilities. This is critical for external auditors who base their audit procedures on the extent of work done by internal auditors. The lack in testing and monitoring should push external auditors to perform extensive procedures as they will not be able to depend on internal controls within the bank (Grant, 2017).

With respect to model sophistication and its consistency with the portfolio of assets, the respondents in our survey were 75% in agreement with the role of internal auditors to ensure this consistency. It is of the mind of the remaining respondents that the sophistication of the portfolio is one at the managerial strategy level.

**Role 2: Design documentation**

Internal auditors should ensure that design documents for model development and usage include appropriate interpretations of IFRS 9 requirements (Basel Committee on Banking Supervision, February 2015). 84% of the respondents did hold this belief, however, the remaining 16% indicate a variance in the way internal auditors deal with the implementation of this standard. This also demonstrates that auditors who did not answer questions regarding the implemented approach and the chosen model, whether simplified or advanced, did also disagree that the internal auditors should make sure that the design documents include appropriate interpretation of IFRS 9 requirements. However, making sure that the documentation of the entire project are available and contain the appropriate explanation regarding the standard is one of the essential roles of internal auditors; and the failure to apply is considered a weakness that must be addressed. Furthermore, 11% of the respondents did not have an opinion in regards to credit risk process within the design documentation. The major aim of this standard is to construct a proper ECL model that helps to expect future credit default and providing against it, in order to mitigates losses. It is the basis for the provision to be taken either at initial recognition or at further stages. Therefore, neutrality reflects a major gap among few internal auditors in Lebanon. However, 84.5% reflected that they are concerned about these crucial interpretations.

The use of forward looking information implied by the Lifetime Expected Credit Losses (unlike single period ECL) within the design documents is fundamental for a well-designed approach. Hence, of the 89% of the respondents in agreement, it is believed they are better equipped to deal with risk, provisions, and losses. The same percentage in agreement believes that the internal audit function needs to include the principles and assumptions underlying the calculations derived in the design documents. This documentation is important for regulators and external auditors.

**Role 3: Governance**

The internal audit function has a non-negotiable role to
comply with governance standards as it would impose the bank to be fined and sanctioned. It may also expose the credibility of the internal audit resulting in a lack of public confidence. The central bank sets the required system of operation for the whole internal audit body, and they are requested to apply it adequately in all of its aspects. In this regard, all but one respondent was in agreement. In the same spirit, internal auditors must ensure the existence of a formal policy to review and approve the design of models before going live.

Design documentation must be applied in the development process, and it is the role of the internal auditor to ensure that management control processes are in place. In this vein, 96% of the respondents were in agreement.

Role 4: Data

Internal auditors should ensure that data selection is accurate, reliable, and not manipulated. This data is specifically used in the ECL estimations and could be used to decrease provisions (Leventis and Anandarajan, 2011). In this role, 91% of the respondents were in agreement. To accomplish this, internal auditors should make sure the internal control framework is in place for data governance. 96% of the respondents were in agreement. Forward looking estimates must also be audited for accuracy and consistency, in this regard, 80% of the respondents were in agreement. In regards to high risk models, an independent validation unit is requested by the standard yet only eighty-two percent of respondents were in agreement.

Data is also collected on the model performance itself using Key Performance Indicators (KPIs) for monitoring. 76% of the respondents were in agreement. This is indicative that almost a quarter of the sample has not started monitoring the implementation of IFRS 9 using KPIs. However, this has to be done in the near future as KPIs give the internal auditors as well as bank management strong insights into the consequences of this implementation in order to be able to take proper corrective actions in advance.

RECOMMENDATION

Within the framework documentation, data, compliance, and model methodology constructed in this paper to assess the role of the internal auditor in the implementation of IFRS in Lebanon in the fiscal year 2018, it can be concluded that internal auditors within banks self-report to have sufficient knowledge and capacity to implement IFRS 9. Any self-perceived shortcoming in the implementation in regards to roles and responsibilities they should perform can be explained by a lack of experience and may be addressed by further training and mentoring from within the bank.

IFRS 9 implementation did require a concerted effort from the credit, Information Technology (IT), and internal audit department. In this regard, the development and formalization of an audit program may have ensured a more successful coordination across departments and a strategic alignment of implementation, all while conscious of conflicts of interest that may arise. This could have augmented the efficacy of the following bank functions with respect to the dramatic changes caused by IFRS 9:

1) Portfolio strategy: strategic loan duration, collateral quality, borrower profile
2) Lending policies: emphasis on short term loans and early redemption
3) Credit risk assessment: improve early warning system, increase monitoring
4) Credit policy: introduce new risk limits, improve the link between bank risk appetite and loan agents
5) People management: change incentive policy and performance metrics, provide trainings.
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APPENDIX

Appendix A - Questionnaire

SECTION 1: GENERAL INFORMATION
1. Gender [ ] M [ ] F
2. Age [ ] 25-34 [ ] 35-45 [ ] 45 and above
3. What is your highest academic qualification? [ ] Diploma [ ] Degree [ ] Masters [ ] other, specify_______________________
1. Name of the Bank you work for:____________________________________________________________________
2. How long have you been working in the aforementioned Bank?
[ ] Less than 5 years [ ] Between 5-10 years [ ] Between 11-20 years [ ] Over 20 years
1. How long have you been working in the audit department?
[ ] Less than 5 years [ ] Between 5-10 years [ ] Between 11-20 years [ ] Over 20 years
1. Are you a member of IIA- Lebanon chapter? Yes [ ] No [ ]
2. Do you have an overall knowledge about IFRS9? Yes [ ] No [ ]
3. Do you believe that the Internal Audit departments should assist in the implementation of IFRS9? Yes [ ] No[ ]
4. Did the Internal Audit department in the above mentioned Bank play the role of coordinator between the concerned departments, mainly Financial Control and Risk Department, in the implementation of IFRS9? Yes [ ] No[ ]
5. Did the Internal Audit department complete the IFRS9 audit? Yes [ ] No [ ]
6. Do you think that the Audit Department has the needed capability and authority to finalize their work in an independent, efficient and proficient way? Yes [ ] No [ ]
7. Regarding calculation of ECL, is the Model used internally developed? Yes [ ] No [ ]
8. What is the model your bank is using to calculate ECL? Simplified Approach [ ] Advanced Approach [ ]
9. Explain the advantages of the chosen approach?

SECTION 2: FACTORS AFFECTING AUDITORS’ HIGH QUALITY PERFORMANCE
A.1 this is to determine if the Audit program content is effective, accurate and in line with international standards requirement.
Please choose the most appropriate response whether you agree or disagree with the below statements. Use 1-5 as follow:
1- Strongly disagree 2- Disagree 3- Neutral 4- Agree 5- Strongly agree

<table>
<thead>
<tr>
<th>Audit the model and process risks</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>A.1.1. The Internal Audit department should assess the design and the methodology used to calculate ECL.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A.1.2. The Internal Audit department should test the accuracy, completeness and reliability of data incorporated into the risk model.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A.1.3.</td>
<td>The Internal Audit department should test that the implemented model is consistent with the approved model.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A.1.4.</td>
<td>The Internal Audit department should test that the model in place provides objective results and reporting, and there is an ongoing monitoring for the whole process.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A.1.5.</td>
<td>The Internal Audit department should test the effectiveness of IT support.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**SPECIFICATION AND DESIGN**

| A.2.1. | The Internal Auditors should make sure that design documents include appropriate interpretations of IFRS9 requirements. |
| A.2.2. | The Internal Auditors should make sure that design documents include appropriate credit risk processes. |
| A.2.3 | The Internal Auditors should make sure that design documents include complete and accurate forward looking information. |
| A.2.4 | The Internal Auditors should make sure that design documents include key principles on how calculations are determined. |
| A.2.5 | The Internal Auditors should make sure that the bank uses appropriate governance standards. |
| A.2.6 | The Internal Auditors should make sure that the bank is abiding by a formal policy to review and approve the design of models before going live. |
| A.2.7 | The Internal Auditors should make sure that the model approach is:  
  - Consistent with IFRS9  
  - Reflecting the sophistication of the portfolio  
  - Designed by experts |

**DEVELOPMENT, VALIDATION AND APPROVAL PHASES**

<p>| A.3.1. | The Internal Auditors should ensure that the design documents are applied in the development process and that management control processes are in place. |
| A.3.2. | The Internal Auditors should make sure that the data selected is accurate and reliable, and cannot be manipulated. |</p>
<table>
<thead>
<tr>
<th>A.3.3.</th>
<th>The Internal Auditors should make sure that an internal control framework is in place for data governance (assessing the data manipulated, and key parameters used in credit modeling).</th>
</tr>
</thead>
<tbody>
<tr>
<td>A.3.4.</td>
<td>The Internal Auditors should make sure that the forward-looking estimations are accurate and consistent.</td>
</tr>
</tbody>
</table>
| A.3.5  | The Internal Auditors should make sure that an appropriate detailed testing for high risk models is being conducted by independent validation unit in order to test overall process, including:  
1. Methodology used in development  
2. Accuracy of the model used  
3. Sources of data |
| A.3.6  | The Internal Auditors should make sure that there is a set of procedures to prevent data modification / manipulation without proper approval and documentation. |

**IMPLEMENTATION AND MONITORING**

| A.4.1  | The Internal Auditors should make sure that the data used to calculate ECL is complete, accurate and reliable. |
| A.4.2  | The Internal Auditors should make sure the reporting process is approved and authorized. |
| A.4.3  | The Internal Auditors should make sure that the codes and parameters used can't be changed or manipulated. |
| A.4.4  | The Internal Auditors should make sure that the approved assumptions are correctly applied. |
| A.4.5  | The Internal Auditors should make sure that appropriate KPIs were selected to monitor model’s performance. |

In your opinion, what are the other possible actions that Internal Auditors should take in order to enhance their role in the implementation of IFRS9?

_______________________________________________________________________________________________
_______________________________________________________________________________________________

Thank you for your time
Appendix B

Summary of Interviews Conducted Internal Auditors
• There is no Audit Program prepared for IFRS9 implementation.
• Almost 50% of respondents said that they participated in the committee established for implementation of IFRS9, and the remaining interviewees consider this as a conflict of interest and the role of internal auditors become at a later stage before implementation.
• Most of them assured that the assumptions are reasonable and supportable and based on justifiable information.
• All of them assured that the methodology used is in accordance with IFRS9
• They assured that the collected historical data are sufficient and reliable.
• They checked all policies prepared for the implementation (credit rating policy, staging policy, impairment methodology, risk appetite, risk limits, percentage of each and every investment from the approved total investment).
• They also did the assessment of the business model (classification of investment).
• They reviewed the risk factors that affect the loans, and the criteria used to classify them and change this classification.
• They checked the ECL calculation and made sure that the formula used is within the approved scenario.

Interview with Regulator
• There is no direct role of the Internal Audit Department in the implementation of IFRS9, but they encourage auditors to play the coordination role between concerned departments.
• It is a joint effort between Risk and Finance, the internal auditor may assist in the committee.
• The regulator asks internal auditor through BDL circular # 77 to check the policies and procedures for the entire bank operation, and no need to remind them about their role, and the regulator expects that the overall implementation is reviewed and assessed by the internal auditors in order to meet the IFRS9 requirements.
• The regulator doubt was about the conflict of interest faced in different local Lebanese banks, where the external auditor is the supplier who provides the software used in staging and calculating ECL.
• The regulator asks why banks used the PD/LGD methodology to calculate ECL? (Bearing in mind that this is beyond their responsibilities)
• The regulator did not oblige any bank to use any methodology, in their opinion IFRS9 is an accounting treatment and their role is concentrated regarding the way they organize the effect of this standard on banks profitability and equity.
• There is new circular that may be published later on, that is going to add stage I to tier 2 equity.
Exhibit 1. Key risk management issues.

a) Risk Management: Internal auditors have to ensure that the bank adheres to regulatory provisions and implements safe business practices by including in their scope of work actions related to credit concerns, interest rate risks, and liquidity issues, legal and operational risks. They have to assess risk tolerance and make sure that the bank abides by the approved risk appetite, and ensure a proper reporting of actions done by the risk management team. They also have to evaluate the processes performed by this team, their integrity, verify risk models, and approve the consistency and reliability of data used.

b) Capital Adequacy and Liquidity: As requested by international regulatory framework internal auditors have a major role in strengthening capital, and enhancing liquidity.

They should assess the adequacy of capital and ensure that the bank solvency is within Basel requirement. The Internal Auditor should also review management procedures to check, monitor and review the risk profile of the organization as referred to as an internal audit function and should fall under its umbrella.

C) Regulatory and Internal Reporting: This represents the responsibility of ensuring timely reporting and calculation of ratios especially ratios related to capital adequacy. The internal auditors are also responsible to make sure that the bank abide by Basel requirement regarding pillar 3 (market discipline) and issuing easily identifiable reports to users, they are also responsible to confirm that proper regulatory disclosures such as the guidelines on disclosure requirements on IFRS9 transitional arrangements and internal governance in order to enforce the importance of transparency and market self-restraint.

d) Compliance: The bank’s compliance (operational, legal and AML compliance) should be assessed periodically by internal auditors who should promote the proper application of policies and procedures and encourage implementation of internal and external laws and regulations.

e) Finance: Internal auditors increase data accuracy and improve the reliability of financial statements; internal auditors take responsibility for evaluating calculation of some ratios, profit and loss estimation, and assessing the bank’s practices. They

### Exhibit 2. Circular No. 143.

- **Article 1:** All banks and financial institutions are obliged to start applying IFRS 9 and the amended version related to disclosures regarding financial instruments as of the effective date January 1, 2018. They should comply with this international financial reporting standard in all of their financial statements, both individual and consolidated.

- **Article 2:** Banks are requested to document their adoption to a business model that aligns with IFRS 9 requirements of financial assets and their corresponding contractual cash flows.

- **Article 3:** To sell financial instruments, the bank has to adopt a business model that has an objective that meets these cash flows and that allows them to do this trading. Otherwise, this transaction should be reported as exceptional.

- **Article 4:** To sell financial instruments, the bank has to follow the “derecognition” requirements of this standard, and to follow the market rules and market value. If the instrument is not listed, the bank should practice due diligence to assess its selling price.

- **Article 5:** Related specifically to the accounting department, and discusses methods of amortization of swap, its profits, and operations related to selling or buying financial instruments.

- **Article 6:** Discusses credit loss and corresponding provisions to be taken by the bank. Each is determined by the classification of the asset or liability, and any significant change in the related risk. In determining this risk, several approaches such as the “Historical Loss Approach”, or the approach based on both the “Probability of Default” and the “Loss Given Default parameters” can be adopted.

- **Article 7:** Discusses the way credit risk should be taken, and how it should be assessed periodically through a three stage process: performing assets & liabilities not exposed to risk, underperforming the latter that showed an increase in risk, non-performing credit impaired assets and liabilities into substandard, doubtful, and bad debts.

- **Article 8, 9 & 10:** Discusses the responsibility of the board of directors, audit committee, executive level management and risk management unit role in IFRS 9 implementations.

- **Article 11:** This article is the bedrock of our study as it discusses the role of the internal audit unit to independently assess the level of compliance with IFRS 9. It has to assess the proper implementation of the required policies and procedures, and those related to calculations of expected credit loss, specifically provisions. All of these should be performed as required by the standard.

- **Article 12:** Provisions on assets and liabilities should be taken in the currency of reporting on the (on and off balance sheets).

- **Article 13:** Banks should take the provisions based on the balance as at 31 December 2017. Collective provisions are to be taken on the surplus resulting from selling LBP financial instruments or the purchase of foreign currency ones.

- **Article 14:** If the reported amount of provisions regarding credit loss as of 1 January 2018 is below what is expected, it should be covered using the general reserve.

- **Article 15:** If the reported provisions balance exceeds what is expected, it should be reclassified to an account named “general provisions” or it may be transferred to the income statement; and all released provisions will be shown under the general reserve that will be discussed in the following article.

- **Article 16:** The bank should establish the account of general reserve based on the credit portfolio of performing loans rather than the retail ones. “Un-distributable General Reserve” should be transferred to “Un-distributable Retained Earnings”. The conversion of reserves taken in LBP to other currencies is prohibited.

- **Article 17:** The bank should take collective provisions on foreign currency credit losses under the account “foreign currency reserves”.

- **Article 18:** External auditors are requested to express their opinions about the bank’s implementation of IFRS 9.

- **Article 19:** The central bank should provide banks with models of balance sheets that show the provisions accounts and a guide for proper compliance. Article 20 and 21: This decision should come into effect upon issuance, and it should be published in the official gazette.

Source: (Banque du Liban, 2017).
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Market opening positively impacts economic growth due to reduction in the cost of capital and international risk diversification, amongst others in Nigeria. Using a robust set of econometric approach involving unit root test, co-integration, vector error correction model and granger causality, there is evidence that current value of economic growth responds to disequilibrium from past values of real gross domestic product, stock market development, foreign direct investment, trade openness, inflation and banking sector development in the long run. The result also shows that past values of real gross domestic product, foreign direct investment and trade openness promotes economic growth in the short run. The study, therefore, concludes that there are bi-directional causalities both in the short term and the long term between the dependent and explanatory variables. Based on the findings, the study recommends that policy makers in Nigeria should pay more attention to factors that can boost stock market development, foreign direct investment, trade openness, inflation and banking sector development in order to impact economic growth more positively in line with theoretical evidence that market opening positively impacts economic growth especially in frontier and emerging markets such as Nigeria.
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INTRODUCTION

The last few decades witnessed an increased interest on the effects of market opening on economic growth especially in the case of emerging markets. The literature is imbued with the positive effects of market opening on economic growth of countries and this became orchestrated following globalization of markets whereby all the economies of the world are integrated with one another through trade and free flow of capital among others.

With respect to financial markets, studies which herald the immense benefits that accrue to nations that open their markets to the outside world include Levine (2001), Beekaert et al. (2003), and Ortiz et al. (2007) while the effectiveness of such openings underscores the need for reform programmes such as financial markets liberalization which gained currency in the 1980s and 1990s in the first place.

The over-view notwithstanding, there are some dissenting voices regarding the avowed benefits that accrue to countries with erstwhile closed markets that eventually liberalize. For example, Kim and Singal, (2000) and Stigliz (2004), canvassed a completely different
views about the benefits of globalization especially capital market liberalization. They cited pitfalls in capital market liberalization following the International Monetary Fund’s advocacy of free and unfettered markets, of market fundamentalism, among others and attributing the increased economic instability across the globe especially in markets that were liberalized to aspects of globalization that encouraged short-term capital flows and speculative hot capital. Also, over-estimation of the efficiency of financial markets especially capital markets have often led to misconceptions about the nature of expected benefits from market opening. Maduka and Onwuka (2013) argued that despite the growth record of banks and non-bank financial institutions in Nigeria, and financial liberalization policy, the Nigerian economic growth is sluggish. These views have become important considering the fact that the explosive growth witnessed during the boom period is tapering off apart from the effects of the last global financial meltdown on emerging markets which implies that benefits from market opening in the case of emerging markets are, therefore, not sustainable in the long term.

Quixima and Almeida (2014) argued that the basic arguments point to the fact that financial development may promote economic growth through improved resource allocation efficiency but economic growth also leads to increased demand for credit that should support the development of the financial sector. Njemcevic (2017) informed that most of the empirical findings have discovered a positive relationship between finance and economic growth. Regarding international trade; Manova (2008) showed that liberalization increase exports disproportionately more in sectors intensive in external finance and softer assets, suggesting that pre-liberalization trade was restricted by financial constraint. The new orthodoxy is the integration of world trade, markets and institutions but this has turned the tide against emerging economies based on the challenges facing them.

Therefore, the causality between market openness and economic growth in Nigeria, like other emerging economies no doubt, requires further investigation. In the literature, not much has been done in this regard, hence this study. Our use of several explanatory variables enhances the dis-aggregated nature of this work which has been recommended by Mohtadi and Argawal (2004). For example, majority of the studies on the relationship between financial markets and economic growth use essentially stock market measures but we expand this scope by widening such measures to include stock market development (SMD), financial liberalization (LIB), inflation (INF.), foreign direct investment (FDI), trade openness (TOP) and banking sector development (BSD).

In the case of Nigeria, added to the generic problems of emerging markets following market opening are a new set of other problems such as: shut-down of industries due to unfavourable economic climate, massive delisting of hitherto quoted companies from the stock exchange which has affected market depth, increasing role of the Central Bank of Nigeria in the intermediation process (for example, reduced involvement in the anchor borrowers’ scheme), investors’ apathy, dearth of public offerings which was at its peak in the years immediately following market opening, destabilizing effects of the high ratio of non-performing loans and shrinking size of GDP per capita (in dollar terms). These are not part of the benefits expected for the economy following market opening.

Although actual date of financial liberalization of Nigerian markets had been a source of controversy in the literature, Bekaert et al. (2003) identified August, 1995 and May 1998 as the official liberalization date and first country American Depository Receipts issuance respectively. Also, Miles (2002) identified August, 1998 as official liberalization date of Nigeria. These, notwithstanding, liberalization is a gradual process and the benefits take time to manifest. Attesting to this, Henry (2000) argued that stock market liberalization is a gradual process generally involving several liberalizations subsequent to the first. The question now is: Does Nigeria require further markets opening in order to boost its economic growth? This important question has made it imperative to conduct a research to establish the relationship between market opening and economic growth in the case of Nigeria.

**LITERATURE REVIEW**

The relationship between financial markets and economic growth has been a subject of discourse that has populated the literature on finance especially in post Second World War era which witnessed greater integration of world trade, markets and institutions. Pagano (1993) observed that considerable evidence exists that financial development correlates with growth and that the resulting growth theories follow new models which have offered important insights into the effect of financial development on growth and vice versa. Ujunwa and Salami (2010) on their part highlighted the fact that one of the oldest debates in economics has remained the relationship between financial development and economic growth while Abida et al. (2015) argued that efficiency of financial market matters to economic growth.

The main theme on the link between financial markets and economic growth revolve around the effects of financial markets especially on factors allowing deeper intermediation processes on economic development and that economic development itself improves the functioning of markets. The importance of the intermediation processes was highlighted by Adeniyi et al. (2012) who pointed out that the standard view, however, appears to provide support for the existence of a close association between investment and economic prosperity. Iheanacho (2016) expanded the perspective on financial intermediation by outlining the three major components of the financial intermediary system that have become
important part of the financial literature, viz: the role of financial intermediaries in the mobilization of savings, the role of financial intermediaries in enhancing economic activities in the private sector and the size of the financial intermediary system. Quixima and Almeida (2014) are of the view that the basic arguments point to the fact that financial development may promote economic growth through improved resource allocation efficiency, but economic growth also leads to increased demand for credit that should support the development of the financial sector. Azmeh et al. (2017), characteristically explained that financial systems contribute to the process of economic development while the role of stock markets in economic development has long been recognized in the literature (Pagano, 1993; Obstfeld, 1994; Greenwood and Smith, 1997; Levine and Zervos, 1998; Levine, 2000, 2001; Rousseau and Wachtel, 2000; Bekah et al., 2001, 2003).

On their part, Madiche et al. (2014) enumerating theoretical considerations in earlier research studies on the pattern of causality between finance and growth, pointed out that causality runs from finance to growth, hence the “supply-leading hypothesis” on the one hand and on the other, that financial development can also be stimulated by economic growth. A new insight, has, however been added to the relationship between finance and growth with Arcand et al. (2012) arguing that although, there is a positive relationship between the size of the financial system and economic growth but that at high levels of financial depth, more finance is associated with less growth.

Rather than dwelling on the general issue of causalities between markets development and economic growth, Levine (2002) harped on which aspects of market (capital markets or banks) promote long-run growth. Likewise, Rioja and Valev (2004) explored the effects of finance on growth in developed and developing countries. Besides, Demirgüç-Kunt and Levine (1996) reinforced this segmentation by drawing attention to the increased flow of equity investments to emerging markets. However, the literature is inundated with arguments that economic growth is impacted by several factors: financial markets (Ngongang, 2015; Hassan et al., 2016; Puryan, 2017; Njemcevic, 2017); stock market (Acquah-Sam and Salami, 2014; Ngjoko and Ogunlowoore, 2014; Yadirchukwu and Chigbu, 2014; Niranjala, 2015; Khan and Ahmed, 2015; Khayareh and Oskou, 2015; Jareno and Negrut, 2016; Nordin and Nordin, 2016; Taiwo et al., 2016) and banks (Ngongang, 2015; Puryan, 2017).

The main argument regarding market opening in recent times revolves around allowing greater participation by international investors in domestic markets (Patro, 2005) while Pagano (1993) showed that financial intermediation has both level and growth effects; adding, however, that the resulting models have offered important insights into the effect of financial development on growth and vice versa. Odo et al. (2017) argued that in traditional growth theory, the growth rate is a positive function of exogenous technical progress, but at the same time acknowledge that endogenous growth models on the other hand show that economic growth performance is related to financial development, technology and income distribution. Puryan (2017) giving an insight into how economic growth affects financial development, opined that when an economy grows, the market demand for financial institutions, products and services increases. Ngjoko and Ogunlowoore (2014) opined that a well-developed capital market portrays one of the common features of a modern economy and it is reputed to perform some necessary functions, which promote economic growth in any nation. Pointing at the theoretical basis on the effects of financial development on economic growth, Hassan et al. (2016) informed that economists agreed that financial market development plays a very vital role in economic growth and development. Azmeh et al. (2017) argued and in fact chronicled studies in the literature which recognize that financial systems contribute to the process of economic growth and Ngongang (2015) subscribed that the theory of the relationship between financial development and growth has witnessed a renewal of interest during the 1990s; arguing that the authors involved in the research studies show the important role of the banking system and of the financial markets in the development of economic growth. The role of efficiency in financial markets received attention from Abida et al. (2015) when they stress that efficiency of financial market matters to economic growth. The opinion of Udude (2014) crystalized the nature of efficiency inherent in a well-developed financial system by pointing out that financial development thus involves the establishment and expansion of institutions, instruments and markets that support investment and the growth process.

Empirically, Azmeh et al. (2017) found a negative and significant effect of financial liberalization on economic growth through its effects on the level of financial development. Quixima and Almeida (2014) found that the development of the banking system did not cause economic growth in Angola but that economic growth caused the development of the banking system. On their part, Abida et al. (2015) discovered a strong positive relationship between financial development and economic growth in a panel of 3 countries in North Africa over the period 1982-2012. Ngongang (2015), showed that financial development is without effect on economic growth while Puryan (2017) found that the banking sector impacts economic development. On their part, Ngjoko and Ogunlowoore (2014) established the fact that stock market turnover contributes positively to economic growth in Nigeria. Hassan et al. (2016) showed that there exists positive and highly statistically significant long-run relationship between market capitalization; value of stock traded and money and quasi money growth on the one hand and real gross domestic product in Nigeria on the
other. In a similar vein, Aigbovo and Izekor (2015) discovered that market capitalization, turnover ratio, total value of shares traded and all share index positively influence economic growth in the long-run. Furthermore, as it relates to Nigeria, Madichie et al. (2014) established the existence of a long run relationship between the real GDP as dependent variable and Gross Fixed Capital Formation, Financial Development, Liquidity Ratio and interest rates which were the independent variables. They, therefore, concluded that causality runs from economic growth to financial development during the period covered and that there was no bi-directional causality between them. Udude (2014) who used GDP as a dependent variable and broad money supply as a ratio of GDP and domestic credit to the private sector as a ratio of GDP (both as independent variables) finds a negative relationship between broad money supply to GDP and positive relationship between credit to the private sector and GDP. On his part, the results by Iheanacho (2016) indicated that financial development in Nigeria has insignificant negative effect on economic growth in the long-run and significant negative effect in the short-run.

RESEARCH METHODS AND DATA

This research study focused on the impact of market opening on

\[ \text{LogGDP} = \alpha_0 + \beta_0 \text{Log SMD} + \beta_1 \text{LogLIB} + \beta_2 \text{LogINGF} + \beta_3 \text{LogFDI} + \beta_4 \text{LogTOP} + \beta_5 \text{LogBSD} + \epsilon_t \]

Where, GDP = Gross domestic product growth rate; SMD = stock market development; LIB = financial liberalization; INF= inflation; FDI = foreign direct investment; TOP = trade openness; BSD = banking sector development; \( \epsilon_t \) = error term.

Definition and measurement of variables

GDP is measured as yearly percentage change in the growth of real GDP. It is the dependent variable and in effect establishes a causal relationship between the dependent and explanatory variables. Ali and Amir (2014) explained that this explanatory variable in the partial regression represents economic growth and taken to be GDP per capita. GDP per capita is gross domestic product divided by mid-year population (Ali and Amir, 2014). Rationalizing labour effect on growth, Njemcivic (2017) pointed out that labour is a significant factor and is expected to have important effect on growth. GDP in our context in this study is taken to be GDP per capita.

Stock market development which shows the size of the stock market was measured by the ratio of market capitalization to GDP and we believe that this measure provides a clearer picture of how the stock market impacts economic growth. This measure was similarly used by Khyareh and Oskou (2015). Also, Levine and Zervos (1998) explained that the market capitalization ratio equals the value of listed shares divided by GDP and was used by them as a measure of market size.

Financial liberalization index was used following the study by Auzairy et al. (2011). They defined stock market liberalization as the economic growth in Nigeria for the period: 1986 – 2016. Secondary data were sourced from Central Bank of Nigeria (CBN) Statistical Bulletin (various issues), National Bureau of Statistics (NBS), 2017, Nigerian Stock Exchange (NSE) Factbook (various years) and World (Bank) Development Indicator Database, 2017.

The study adopted a time series method of regression analysis and used Stationarity tests involving Augmented Dickey-Fuller, (1979) (ADF) tests, Johansen co-integration test and VECM to analyze the impact of market opening on economic growth in Nigeria. It also used the Granger causality test to establish the direction of the causality of the variables used, viz: Gross Domestic Product (GDP), Stock Market Development, Financial Liberalization, Inflation, Foreign Direct Investment, Trade Openness and Banking Sector Development. The Co-integration test was used to test the Null Hypothesis that market opening does not have significant effect on economic growth in Nigeria. Furthermore, the Granger, (1969) causality test was used to test the Null Hypothesis that market opening does not Granger cause economic performance of Nigeria.

Model specification

The following specifies the relationship between the Dependent variable (GDP) and the Explanatory variables – Stock Market Development, Financial Liberalization, Inflation, Foreign Direct Investment, Trade Openness and Banking Sector Development.

\[ \text{GDP} = f(\text{SMD, LIB, INF, FDI, TOP and BSD}) \]

Transformed into an econometric model, thus:

\[ \text{LogGDP} = \alpha_0 + \beta_0 \text{Log SMD} + \beta_1 \text{LogLIB} + \beta_2 \text{LogINGF} + \beta_3 \text{LogFDI} + \beta_4 \text{LogTOP} + \beta_5 \text{LogBSD} + \epsilon_t \]
Table 1. Descriptive result.

<table>
<thead>
<tr>
<th>Variable</th>
<th>RGDP</th>
<th>SMD</th>
<th>LIB</th>
<th>INF</th>
<th>FDI</th>
<th>TOP</th>
<th>BSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obn.</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>Mean</td>
<td>35709.65</td>
<td>11.29</td>
<td>1330.38</td>
<td>20.28</td>
<td>3.27</td>
<td>33.61</td>
<td>11.61</td>
</tr>
<tr>
<td>Max</td>
<td>69023.93</td>
<td>39.95</td>
<td>10858.10</td>
<td>72.84</td>
<td>10.83</td>
<td>58.92</td>
<td>23.08</td>
</tr>
<tr>
<td>Min</td>
<td>17007.77</td>
<td>3.05</td>
<td>53.40</td>
<td>5.38</td>
<td>0.65</td>
<td>7.36</td>
<td>6.22</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>17270.59</td>
<td>8.63</td>
<td>2161.96</td>
<td>18.83</td>
<td>2.28</td>
<td>11.09</td>
<td>5.95</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.729525</td>
<td>1.32</td>
<td>3.12</td>
<td>1.52</td>
<td>1.69</td>
<td>-0.18</td>
<td>0.92</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>2.067211</td>
<td>4.88</td>
<td>13.48</td>
<td>3.89</td>
<td>5.92</td>
<td>3.04</td>
<td>2.07</td>
</tr>
<tr>
<td>Jarque-Bera(prob.)</td>
<td>3.88(0.14)</td>
<td>13.58(0.00)</td>
<td>192.21(0.00)</td>
<td>13.01(0.00)</td>
<td>25.85(0.00)</td>
<td>0.16(0.92)</td>
<td>5.48(0.06)</td>
</tr>
</tbody>
</table>

Source: Authors' Computation 2019; underlying data were obtained from Central Bank of Nigeria (CBN) Statistical Bulletin, 2016 and World Development Indicator (WDI), 2017. RGDP, Real gross domestic product; SMD, stock market development; LIB, liberalization; INF, inflation; FDI, foreign direct investment; TOP, trade openness; BSD, banking sector development.

Table 2. Lag Order Selection Result.

<table>
<thead>
<tr>
<th>Lag</th>
<th>LogL</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-197.9860</td>
<td>NA</td>
<td>0.003254</td>
<td>14.13696</td>
<td>14.46700</td>
<td>14.24033</td>
</tr>
<tr>
<td>1</td>
<td>-69.94005</td>
<td>185.4458</td>
<td>1.55e-05</td>
<td>8.685521</td>
<td>13.32582*</td>
<td>9.512428</td>
</tr>
<tr>
<td>2</td>
<td>5.297992</td>
<td>72.64363*</td>
<td>4.96e-06*</td>
<td>6.876001*</td>
<td>11.82655</td>
<td>8.426452*</td>
</tr>
</tbody>
</table>

Source: Authors’ Computation 2019; underlying data were obtained from Central Bank of Nigeria (CBN) Statistical Bulletin, 2016 and World Development Indicator (WDI), 2017. *Indicates lag order selected by the criterion; LR, sequential modified LR test statistic (each test at 5% level); FPE, Final prediction error; AIC, Akaike information criterion; SC, Schwarz, information criterion; HQ, Hannan-Quinn information criterion.

RESULTS

Descriptive analysis

Table 1 presents the descriptive statistics of variables considered in the study. Generally, the standard deviation shows diverse variability in the series. From the Table 1, real gross domestic product (RGDP) has an average value of N35,709.65b Nigerian Naira. Stock market development (SMD), proxied by ratio of market capitalization to GDP, averaged 11.29%. Financial Liberalization (LIB), proxied by percentage change in the foreign ownership of local companies quoted on the Nigerian stock exchange, has an average value of 1303.38%.

Furthermore, Inflation (INF) has a mean of 20.28%. Foreign direct investment (FDI) has an average value of 3.27%. Trade openness (TOP) has an average value of 33.61%. Banking sector development (BSD), proxied by ratio of credit to the private sector to GDP, has a mean value of 11.61%. Skewness is a measure of asymmetry of the distribution of the series around its mean. A variable that is normally distributed will have its skewness to be zero (0). The kurtosis of the normal distribution is 3. However, Jarque-Bera being a superior test statistic for testing whether the series is normally distributed or not, have small probability values (less than 0.05), hence, we rejected the null hypothesis of a normal distribution. Thus the study concludes that virtually all the series are not normally distributed.

Stationarity tests

These comprise unit root tests (Augmented Dickey-Fuller and Phillips-Peron, (1988) unit root test). From the results, the p-value of the series suggests the acceptance of the null hypothesis of no stationarity in each series at all levels with the exception of LOG(LIB), LOG(FDI) and LOG(TOP) under PP criteria. However, based on the ADF result, the study considers the first difference transformation of each series. The results of first difference fail to accept the null hypothesis of no stationarity within the 1% and 10% conventional levels of significance, hence, we accepted the alternative hypothesis and conclude that each of the series are stationary at first difference. This is to say that all the series are integrated of order one (I (1)) and having regard to the order of integration, the study proceeds to integration test.

Lag selection structure

Table 2 presents lag order selection result on the variables considered in this study. The lag length selection criteria begin with the specification of maximum
lag of 2. An asterisk indicates the selected lag from each column of the criterion statistic. Based on the Schwarz information criterion (SC), the study considers the lag length of 1 as the optimal lag length.

**Co-integration test**

Table 3 presents co-integration test result on the selected series. The test statistic indicates that the hypothesis of no co-integration (Ho) among the variables can be rejected. It shows that there is at most, three co-integrating relation in our model. Knowing fully well that one co-integrating relation is enough to prove that long-run relationship exists among the variable in the model. This suggests that the study can proceed to estimating VECM.

**Vector error correction estimates**

Table 3 presents the vector error correction model (VECM) result of target model using system of equation. There are several important observations that can be made from the result, however, the most prominent of all are the error correction terms (CointEq1), the first difference and lag operators which indicate that the results were obtained from the first step VAR in first deference, R-squared and F-statistic, at the lower part of the Table 3. From the result, the $R^2$ value of 0.431 shows that the explanatory variables explain about 43.1% of the variation in economic growth.

The F-Statistics value of 2.27 indicates that the model is significant. The value (D.W Statistics = 2.39) shows that the model is free from autocorrelation problem. The negative and significance of the coefficient of error correction term (-0.0058) provides the evidence that the current value of RGDP respond to disequilibrium from the values of RGDP, SMD, LIB, INF, inflation; FDI, foreign direct investment; TOP, trade openness; BSD, banking sector development.

**Diagnostics check**

**Inverse roots of the AR**

The test on stability condition for the model indicates that no root lies outside the unit circle. The graphical output of the stability condition is displayed in Figure 1. It clearly shows that all the inverse roots of the AR characteristic

<table>
<thead>
<tr>
<th>Table 3. VECM System of Equation.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>C(1): CointEq1</td>
</tr>
<tr>
<td>C(2): D(LOG(RGDP(-1)))</td>
</tr>
<tr>
<td>C(3): D(LOG(SMD(-1)))</td>
</tr>
<tr>
<td>C(4): D(LOG(LIB(-1)))</td>
</tr>
<tr>
<td>C(5): D(INF(-1))</td>
</tr>
<tr>
<td>C(6): D(LOG(FDI(-1)))</td>
</tr>
<tr>
<td>C(7): D(LOG(TOP(-1)))</td>
</tr>
<tr>
<td>C(8): D(LOG(BSD(-1)))</td>
</tr>
</tbody>
</table>

R-squared | 0.430744 |
Adjusted R-squared | 0.240993 |
S.E. of regression | 0.033230 |
Sum squared residual | 0.023189 |
Log likelihood | 62.25569 |
Durbin-Watson stat | 2.388635 |

Source: Authors’ Computation 2019; underlying data are obtained from Central Bank of Nigeria (CBN) Statistical Bulletin, 2016 and World Development Indicator (WDI), 2017. RGDP, Real gross domestic product; SMD, stock market development; LIB, liberalization; INF, inflation; FDI, foreign direct investment; TOP, trade openness; BSD, banking sector development.
polynomials lie within and on the unit circle thus conclude that the VECM models satisfy the stability condition.

**Granger causality test**

To further investigate the short run causal relationship among the explanatory variable and employment in the VECM, the study used pairwise granger causality since all the variables are integrated of order 1; I(1). As can be seen from the results, there is no bi-directional relationship. However, the result clearly shows that there are short run causalities that run from SMD to RGDP, INF, FDI and BSD, from RGDP to LIB, FDI and BSD. Also, it shows that there are causalities that flow to LIB from TOP, FDI from INF, TOP from INF, FDI from BSD and TOP from BSD. All these relationships are established within the 1 and 10% levels of significance.

**DISCUSSION**

From the analysis, it can be seen that during the period of study (1986 – 2016), there was a change in real GDP growth rate by 306% (minimum value N17,007.77 Nigerian Naira and maximum N69,023.93 Nigerian Naira). Similarly, the size of the market as measured by the ratio of market capitalization to GDP increased by more than 12 times (minimum value 3.05 and maximum value 39.95) its value prior to liberalization. This inferred that market opening has led to increase in the depth of the Nigerian stock market. The same growth trajectory can be observed in the case of change in the percentage ownership of equities listed on the local bourse (Nigerian Stock Exchange) by foreign investors as measured by LIB. LIB changed by as much as 202334% (minimum ratio 53.40 and maximum ratio 10858.10) during the period of study which simply means that foreign portfolio investments increased significantly which can point to the fact that market opening has provided ample opportunity for international risk diversification. However, the rate of inflation changed by as much as 1253%; which can be attributed largely to the effects of foreign inflow of funds sequel to the market opening. In the case of FDI, which measured its effectiveness in the transfer of technology and measure of economic growth, *ceteris paribus*, the growth rate increased further by 1566% during the period of study which suggest that market opening spurred economic growth in Nigeria during the period of study. As regards trade which was openness which measured the value of imports and exports as a fraction of GDP, the results showed an increase of well over 700% (minimum value 7.36 and maximum value 58.92) during the period of study which suggested that the Nigerian market became more integrated with the global markets. This integration of the local market with the global market justified the need for liberalization which was needed to speed up the process of economic development as it has been stated in the literature (Abida et al., 2015 argued that countries embark on reforms in order to speed up
their growth rates). Banking sector development measured by the ratio of credit to the private sector to GDP changed by as much as 271% which indicated not only a high level of increase in domestic investment but equally established a higher level of development of the financial system. With respect to the result from the descriptive analysis, it has to be pointed out that increases witnessed in the performance indicators did not point to the fact that the minimum levels indicated were as at the date of announcement of liberalization and the maximum levels indicated were as at the terminal date of the study but the statistics established the positive growth trajectories which occurred during the period of study since liberalization events and its effects occur sequentially.

In terms of stationarity of the data set, the series are integrated of order one (I(1)) and the co-integrating test result showed that there was a long-run relationship among the variables used. Furthermore, the VECM established that past values of SMD, FDI and TOP positively improved economic growth as measured by RGDP (real economic growth) in Nigeria. However, results from the VECM showed that INF, LIB and BSD were not major determinants of economic growth in Nigeria.

Conclusion and recommendation

From the result of the study conducted within the period 1986 to 2016, using a robust set of econometric approach involving unit root tests, co-integration test, vector error correction model and granger causality; the unit root test results show that all the series are integrated of order 1, the Johansen co-integration test for the VEC model indicates that the series are co-integrated and that long-run equilibrium exists among the selected series.

The negative and significant value of the error correction term in the VECM estimates confirms the stability of the system and provides evidence that the current value of economic growth responds to disequilibrium from the past values of real gross domestic product, stock market development, foreign direct investment, trade openness, inflation and banking sector development. The result also shows that past values of real gross domestic product (RGDP), stock market development (SMD), foreign direct investment (FDI) and trade openness (TOP) promotes economic growth in Nigeria in the short run.

Furthermore, the granger causality result confirms the existence of short run causal relationships that run from stock market development (SMD) to economic growth. Also, evidence from the ganger causality result shows that economic growth stimulate financial liberalization (LIB), foreign direct investment (FDI) and banking sector development (BSD) in Nigeria, hence, financial liberalization (LIB), foreign direct investment (FDI) and banking sector development (BSD) were found not invariant to economic growth.

Therefore, it can be concluded that there are bi-directional causalities both in the short-term and long-term between the dependent and explanatory variables. Based on the findings, it is recommended, among other things, that policy makers in Nigeria should pay more attention to factors that can boost stock market development (SMD), foreign direct investment (FDI), trade openness (TOP), inflation (INF) and banking sector development (BSD) in order for these to impact economic growth more positively. This will in turn spur more positive development of the financial markets.
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The purpose of this paper is to test a temperature-based pricing model of Alaton (2002) in main rice-growing cities of Vietnam. The results of the test are then used for loss hedging analysis and policy implications for Vietnamese farmers, investors and related parties. Data are collected from General Statistics Office (GSO) of Vietnam, 2017 and Vietnam Meteorological and Hydrological Administration, with a reference to acuweather.com, on which the Alaton model is run. We suggest that temperature-based options are great tools for Vietnamese farmers to hedge unfavorable weather risks, and for investors to earn speculative profits. The great geographic diversity among Vietnam cities shows that there is a great potential to expand option contracts nationwide. By far, we acknowledge that findings are constrained by the limited temperature data in Vietnam, and the lack of comparable market prices. Furthermore, the pricing model itself assumes normal distribution, which might not fully capture the evolution of daily and seasonal temperature. Weather derivatives, especially the covered temperature-based options, are potential insurance for farmers and agricultural manufacturers besides existing price subsidies. From a policy perspective, the establishment of an active trading market can support the expanded use of weather derivatives within and outside the agriculture sector.

Key words: derivatives, mean-reversion process, agricultural finance.

INTRODUCTION

Vietnamese farmers have been struggling to come up with better solutions to mitigate the effects of unfavorable weather patterns with several agricultural cities and provinces adopting new planting technology and receiving many government’s price subsidies and credit extension. The authorities in many agriculture-based cities in Vietnam have also promoted renewals and new construction of more effective irrigation system, thereby helping to increase agricultural production’s resistance to water shortage or temperature heights. However, agriculture practice in the country is unique, that is, farmers grow their crops in small family paddy fields, unlike American or European farmers who have huge farms.

Given this characteristic, we suggest that besides existing province-wide assistance, there is a need for alternative insurance contracts gearing towards individual farmers. Such contracts will be able to allow farmers and manufacturers to actively hedge weather risks and have a trading market in order to avoid overpricing or price manipulation. On the other hand, on pace with a rapid GDP growth (6.79% in 2017), the financial market in
Vietnam is developing at a promising rate. Since 2016, two main stock exchanges of Vietnam - Ho Chi Minh stock exchange and Ha Noi stock exchange - have introduced stock-underlying futures and warrants into the market. We see great potentials for a derivative market in Vietnam and we believe they will be used extensively in coming years to an extent that the underlying assets will cover not only stocks but also commodities or weather elements.

Therefore, we propose weather derivatives are appropriate devices to insure farmers against unfavorable and unpredictable climate, and they provide investors with strong earnings possibilities. The underlying assets of weather derivatives can be temperature, precipitation, or humidity, which are mostly uncorrelated with the financial market and provide great diversification advantages. The most common underlying asset is temperature, which gives rise to a branch of weather derivative: temperature-based derivatives.

LITERATURE REVIEW

Although the country is moving towards modernization with more focus on the service sector, Vietnam still has agriculture sector to account for 15.34% of GDP in 2017 (GSO, 2018). Vietnam is home to diverse agriculture, among which the water rice is the most important crop for national food security and export. Fruits, vegetables and other crops are planted within the rice harvest seasons. Under the effect of global warming, and constructions of dams in the Mekong River, the normal rice harvest seasons are seeing increasing volatile in temperatures and precipitation which results in heavier draughts or floods. These uncontrollable weather patterns cost the agriculture sector billions of dollars in losses. Therefore, it is a growing concern for farmers and agriculture co-ops to manage weather-related risks.

Besides the current 10% price subsidiaries, weather derivatives can also act as insurance for farmers, as argued by Heimfarth and Musshoff (2011). The market for weather derivatives in the US grew by 20% year-over-year in 2011 to $11.8 billion, which signifies the potential of their use. However, in developing markets like China or Vietnam, there are not any active trading markets for weather derivatives. Liu (2006) explained the market for weather derivatives in China and acknowledged the lack of real trading data as the greatest barrier to develop a sound market.

To address this issue, we recognize the pricing model for temperature-based derivatives of Alaton (2002) is extremely useful. We used the Ornstein-Unlenbeck process (OU process) to model temperature pattern, the Alaton model values option contracts whose underlying assets are temperatures. Kermiche and Vuillemet (2016) applied the Alaton (2002) model and concluded that “the temperature derivatives contracts created in this study proved to be efficient tools for hedging climatic risk and decreasing volatility in production revenues for farmers”. Lu and Ender (2014) tested Alaton model (2002) and Benth et al. (2007) model on several cities in China. In addition, Schiller et al. (2012) proposed an extension from the Alaton model by measuring intra-day seasonality through the testing of Alaton model and other models. Taking into account of the emerging nature of the Vietnam financial market, and the imminent widespread ease-to-use, we applied the Alaton model to price temperature-based options for five main rice-growing cities in Vietnam. We try to extend the scope of the studies of Lu and Ender (2014) by not only testing the model, but also giving practical implications which might be applicable for Vietnam and other nearby South East Asian markets.

METHODOLOGY

The main data in this paper are temperature. Temperature data points are collected from GSO and Vietnam Meteorological and Hydrological Administration. Collected temperatures are normalized and grouped first into panel data with marked time $t_t$ to respective time $t_n$, where $n$ is the number of days in a period. Then, by using extension packages from Excel and Matlab, panel data are bonded into matrix vectors for later use in OU process. In addition, to facilitate result discussion and implications, statistical data regarding Vietnam equity market, Vietnam labor statistics, GDP, and rice export value are retrieved primarily from GSO and State Securities Commission of Vietnam (SSC), 2018.

Processed data are used as input to find the necessary variables in the Alaton (2002) model, among which the most important element is the temperature volatility estimator. Such an estimator is important to describe the mean-reversing revolution of temperature. The model is implemented for five cities in Vietnam, and a model in each city produces its respective option price. Particularly in this paper, only call options are considered because call options offer long positions limited downside, which is the insurance mechanism for farmers.

TEMPERATURE MODELING

Compared with the CAR model by Benth et al. (2007), Alaton (2002) used a more specific range of time to try to figure out the patterns of temperature, although Alaton and Benth have both improved the index modeling method. The Alaton model assumes a constant monthly volatility estimator under a continuous time OU process, which by itself describes the day-to-day difference in temperature accordingly to the regional/local temperature. The cooling-degree-day (CDD) and the heating degree-day (HDD) are the most common underlying assets of temperature-based derivative contracts under the following formulas:

$$\text{HDD}_i = \max \{18 - T_i, 0\} \quad (1)$$

$$\text{CDD}_i = \max \{T_i - 18, 0\} \quad (2)$$
The number of HDDs or CDDs is the deviation of daily average temperatures (DATs) from certain reference levels, which is 18 degrees Celsius as a US industry standard.

In order to build the model that predicts temperature evolution, we use historical daily temperature in 2017 for 5 cities in the northern region of Vietnam, where agricultural harvest seasons are similar to one another. In order to model temperature, the Alaton model (2002) fits the DATs with a part that describes the annual seasonality of the model, and a random, driving-noise and mean-reversion process. The first part is able to structure annual temperature into a trigonometric function:

$$T^m_t = A + B \cdot t + C \cdot \sin(\omega t + \varphi)$$  \hspace{1cm} (3)

where \( t \) stands for measured daily temperature and \( \omega = \frac{2 \pi}{365} \). A, B, C and \( \varphi \) denote the mean temperature, the parameter that represents the global warming, the scale parameter and the translation parameter of the trigonometric function, respectively (Lu, 2007). Then, we know that temperature cannot rise day by day for a continuous period of time. Therefore, the stochastic process describing the temperature evolution should be a mean-reversion one. Alaton (2002) put forth the following model for the temperature under an OU process, starting at \( T_s = x \):

$$dT_t = \left(\frac{\sigma^2}{2\alpha} + \sigma \left( T^m_t - T_t \right)\right)dt + \sigma dW_t, \ t > s$$  \hspace{1cm} (4)

The second part is a solution to (4) is:

$$T_t = (x - T^m_s)e^{-\alpha(t-s)} + T^m_s + \int_s^t e^{-\alpha(t-\tau)} \sigma dW_\tau$$  \hspace{1cm} (5)

where \( T^m_s \) is given by Equation 3, \( W_\tau \) is a Brownian motion and \( \alpha \) is the mean-reverting parameter of the OU process. Alaton (2002) states that the volatility parameter \( \sigma \) is measured constantly, which describes the relative differences in daily temperature within a month (typically 30 days). To measure \( \sigma \), first we find the quadratic variation of \( T_t \) in term of \( \sigma^2_\mu \), during a given month \( \mu \). The estimator of \( \sigma^2_\mu \) is:

$$\hat{\sigma}^2_\mu = \frac{1}{N_\mu - 2} \sum_{j=1}^{N_\mu - 1} (T_{j+1} - T_j)^2$$  \hspace{1cm} (6)

Next, during the a given month \( \mu \), the second estimator \( \sigma^2_p \) is found by discretizing Equation 4 by:

$$\tilde{T}_j = \alpha \cdot T^m_{j-1} + (1-\alpha) \cdot T_{j-1} + \sigma_\mu \cdot \varepsilon_{j-1}$$  \hspace{1cm} (7)

where \( \varepsilon_{j-1} = \{ j = 1, 2, \ldots \} \) are independent standard normally distributed random variables.

The estimator of \( \sigma^2_p \) is (Alaton, 2002):

$$\hat{\sigma}^2_p = \frac{1}{N_\mu - 2} \sum_{j=1}^{N_\mu - 1} (\tilde{T}_j - \hat{\sigma} T^m_{j-1} - (1-\hat{\alpha})T_{j-1})^2$$  \hspace{1cm} (8)

The \( \sigma \) value is the arithmetic average of \( \sigma^2_\mu \) and \( \sigma^2_p \). We also need to find a, which is estimated by \( \hat{a} \):

$$\hat{a} = -\log \left( \frac{\sum_{i=1}^{n} \frac{Y_{i-1} - T^m_{i-1}}{\sigma_{i-1}^2}}{\sum_{i=1}^{n} \frac{1}{\sigma_{i-1}^2}} \right)$$  \hspace{1cm} (9)

where

$$Y_{i-1} = \frac{T^m_i - T^m_{i-1}}{\sigma_{i-1}^2}, \ i = 1, 2, \ldots n$$  \hspace{1cm} (10)

The results of monthly temperature volatility parameter are shown in Table 1. Figure 1 shows the Alaton (2002) model’s curve of An Giang in 2017 (365-day year).

Figure 1 depicts real daily temperature evolution versus daily temperature evolution modeled by Alaton model (2002). \( R^2 \) of the daily temperature evolution line modeled by Alaton model is equal to 0.9273, thus Alaton model (2002) is able to simulate daily temperature evolution quite close to reality. From this we can see that the Alaton model gives reliable prediction for temperature evolution.

### Table 1. Estimated values for monthly temperature volatilities for cities in Vietnam.

<table>
<thead>
<tr>
<th>City</th>
<th>January</th>
<th>February</th>
<th>March</th>
<th>April</th>
<th>May</th>
<th>June</th>
<th>July</th>
<th>August</th>
<th>September</th>
<th>October</th>
<th>November</th>
<th>December</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thăi Binh</td>
<td>2.54</td>
<td>5.09</td>
<td>5.03</td>
<td>3.53</td>
<td>2.22</td>
<td>1.74</td>
<td>1.00</td>
<td>1.82</td>
<td>1.46</td>
<td>2.32</td>
<td>3.17</td>
<td>1.32</td>
</tr>
<tr>
<td>An Giang</td>
<td>1.51</td>
<td>1.79</td>
<td>1.08</td>
<td>2.44</td>
<td>1.74</td>
<td>1.47</td>
<td>2.53</td>
<td>1.08</td>
<td>0.94</td>
<td>2.20</td>
<td>1.39</td>
<td>2.35</td>
</tr>
<tr>
<td>Nam Dinh</td>
<td>3.32</td>
<td>5.27</td>
<td>4.84</td>
<td>3.22</td>
<td>2.01</td>
<td>1.97</td>
<td>1.00</td>
<td>1.75</td>
<td>1.43</td>
<td>2.32</td>
<td>3.22</td>
<td>1.29</td>
</tr>
<tr>
<td>Thủ Dương</td>
<td>2.01</td>
<td>3.05</td>
<td>4.94</td>
<td>2.67</td>
<td>2.21</td>
<td>2.31</td>
<td>1.00</td>
<td>1.69</td>
<td>1.96</td>
<td>2.33</td>
<td>2.21</td>
<td>1.32</td>
</tr>
<tr>
<td>Ninh Bình</td>
<td>2.04</td>
<td>3.04</td>
<td>4.96</td>
<td>2.43</td>
<td>2.26</td>
<td>2.58</td>
<td>1.14</td>
<td>1.72</td>
<td>1.96</td>
<td>2.31</td>
<td>1.95</td>
<td>1.33</td>
</tr>
</tbody>
</table>

Source: Authors’ calculation.
in Vietnam.

TEMPERATURE-BASED DERIVATIVES PRICING

Since temperatures and its indexes like HDDs and CDDs are non-tradable underlying assets, valuation directly from a risk-neutral method and market prices like the Black-Scholes model is difficult. Therefore, a market price of risk is necessary to relate the payoff from the underlying asset with the real payoff in the existing capital and derivatives market. Canberra (2009) uses Berlin traded futures to calculate the market price of risk. Although finding a market price of risk is mostly difficult, Goncu (2011) suggested that the effect of market price of risk is insignificant for weather derivatives.

Therefore, in this paper, we set the market price of risk at 6.8% accordingly to Vietnam’s 2017 equity risk premium. We also assume that once the market for agricultural derivatives is established, the risk aversion of investors in such market will be as same as the traditional stock market. Furthermore, taking into account that Vietnam is still a frontier market, financial knowledge of market players is limited, and the model is simple to implement, we will also evaluate only call options – since longing a call would likely equal to shorting a put in a bull market. In addition, we assume that farmers/manufacturers will always be long positions to hedge their risks.

Furthermore, we take the annual temperature range from 2000 to 2015 as a normal range that farmers usually experience. The maximum temperature in this range is 33 degree Celsius, and the minimum temperature in this range is 14 degree Celsius. The call options in this paper are triggered if temperatures rise or drop above or below this range, making them useful against uncertainties. From this point of the paper, for ease of expression, we call this range “the threshold range” (TRT). In addition, the call options in this paper depend on the following assumptions:

(i) In cooling harvest, if temperature rise by 2 degrees Celsius from TRT (which will damage the crop), it’s worth exercising the option to act as an insurance mechanism.
(ii) Strike point is a temperature unit.
(iii) In heating harvest, if temperature drop below TRT by 2 degrees Celsius from TRT (which will damage the crop), it’s worth exercising the option to act as insurance mechanism.
(iv) The crops grow accordingly to the temperature of each harvest. In this sense, farmers would only grow, harvest, and sell their products under two main harvest: Winter - Spring harvest and Summer - Fall harvest, which would translate into two 3-month type of call option contracts accordingly.
(v) Insurance coverage (IC) is in term of max loss (%) over the change in crop price per metric ton (mt) for long-positions; therefore, it will be 0 < IC < 1.

Based on the assumptions above, call option prices of Vietnam cities under research scope are summarized in Table 2.

From Tables 1 and 2, the call option prices could be interpreted in several aspects. First, the temperatures, at
which a contract in each city is exercised, fit into each city’s seasonal climate. Since an exercise of options depends on anomalies of temperature, which in this case of our paper, the abnormal temperature will be 2 to 3 degrees above maximum or below minimum temperatures that the crops are prone to. The farmers by their experience and using this characteristic can easily monitor the timing their choice of contracts.

Second, the pricing process of Alaton model produces higher option prices in cool months (HDDs) and cheaper option prices in hot months (CDDs) as it expects a great concentration to mean temperatures. As a result, farmers can also vary in their choice of period in choosing options to sign. For instance, if farmers in An Giang expect to grow more crops in Summer-Fall harvest season, they can long call options in the period from May to August. Table 2 shows that call options in Summer-Fall are cheaper than those in Winter-Spring harvest, which can hedge farmers at least 52% of their production value. On the other hand, short positions can take chances against long positions. When An Giang farmers buy long positions, investors can create and short call options for Winter-Harvest harvest in the same or different cities where the gain is often the call option price.

Winter-Spring harvest, as shown in Table 1, depicts a much greater volatile nature than Summer-Fall harvest. This is a characteristic for Vietnam northern agricultural areas. Winter often brings highly unexpected coldness or heat, and irrigations fall short because of retreating Hong River. In this sense, given the hedging merits of option contracts in cities like Thái Bình or Ninh Bình, 40-60% of production value could be insured, in the absence of alternative protection means.

### Table 2. Call Option Prices. (Option price is USD where 1 USD = 23 255 VND).

<table>
<thead>
<tr>
<th>City</th>
<th>Strike temperature</th>
<th>Option price</th>
<th>Insurance coverage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Winter-Spring Harvest</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thái Bình</td>
<td>28</td>
<td>0.209</td>
<td>48.67</td>
</tr>
<tr>
<td>Nam Định</td>
<td>27</td>
<td>0.205</td>
<td>47.58</td>
</tr>
<tr>
<td>An Giang</td>
<td>35</td>
<td>0.267</td>
<td>62.13</td>
</tr>
<tr>
<td>Hải Dương</td>
<td>33</td>
<td>0.177</td>
<td>41.12</td>
</tr>
<tr>
<td>Ninh Bình</td>
<td>30</td>
<td>0.238</td>
<td>55.25</td>
</tr>
<tr>
<td><strong>Summer-Harvest Fall</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thái Bình</td>
<td>24</td>
<td>0.155</td>
<td>32.88</td>
</tr>
<tr>
<td>Nam Định</td>
<td>25</td>
<td>0.124</td>
<td>26.29</td>
</tr>
<tr>
<td>An Giang</td>
<td>28</td>
<td>0.247</td>
<td>52.16</td>
</tr>
<tr>
<td>Hải Dương</td>
<td>24</td>
<td>0.266</td>
<td>56.21</td>
</tr>
<tr>
<td>Ninh Bình</td>
<td>28</td>
<td>0.313</td>
<td>66.2</td>
</tr>
</tbody>
</table>

Source: Authors’ calculation.

HEDGING POWER OF TEMPERATURE-BASED DERIVATIVES

In this section we look at the hedging power of temperature-based derivatives. At first, we examine the probabilities of irregular temperature happening in each city during harvest periods. By combining these probabilities with the option prices presented in Section 5, we present upside and downside cases to illustrate the extent of hedging power of Alaton model (2002) options. We conclude this section with a look at beyond-hedge values of temperature-based options, which provide cash for next-season production.

**Predicting the odds of adverse temperature**

The study by Schiller et al. (2012) presents four models for weather derivatives, but stops at examining the performances of the models themselves. This approach is shared by Lu (2014) who tests the performance of Alaton model (2002) and CAR model by Benth et al. (2007) in China. However, the research by Kermiche and Vuillermet (2016) includes hedging indicators such as VaR for HDD and CDD contracts in several African cities, and thus it firmly highlights the practical usage of weather derivatives in hedging loss for farmers.

Here, we try to investigate further from the approach taken by Kermiche and Vuillermet (2016) by looking at temperature-based derivatives’ usefulness in loss hedging. First, by using Alaton model (2002), we try to predict the 3-year-ahead likelihood of irregular temperatures from 2017 based on the following assumptions:

(i) Applying the Alaton model (2002) functions to project 3-year-ahead temperatures according to each harvest period
(ii) Using strike temperature 1-2°C above or below TRT. Each city has different strike temperature as shown in Table 2.
(iii) The resulting likelihood is equal to the number of
Table 3. 3-year projection of irregular temperature probabilities.

<table>
<thead>
<tr>
<th>Cities</th>
<th>Winter – Spring Harvest (%)</th>
<th>Summer – Fall Harvest (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Irregular temperature probability</td>
<td>Irregular temperature probability</td>
</tr>
<tr>
<td>Thái Bình</td>
<td>3.65</td>
<td>5.13</td>
</tr>
<tr>
<td>Ninh Bình</td>
<td>7.03</td>
<td>5.86</td>
</tr>
<tr>
<td>Nam Định</td>
<td>5.11</td>
<td>2.56</td>
</tr>
<tr>
<td>Hải Dương</td>
<td>6.57</td>
<td>5.13</td>
</tr>
<tr>
<td>An Giang</td>
<td>5.47</td>
<td>6.59</td>
</tr>
</tbody>
</table>

Source: Authors’ calculation.


<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Export value per mt</td>
<td>$407</td>
<td>$420</td>
<td>$514</td>
<td>$440</td>
<td>$446</td>
<td>$464</td>
<td>$408</td>
<td>$435</td>
<td>$450</td>
</tr>
</tbody>
</table>


periods at which temperatures meet or exceed the strike temperature divided by the total number of periods.

Table 3 indicates signs of relief for agriculture industries, showing that irregular temperature probabilities are still quite unlikely to take place. Nevertheless, this result does not reduce the insurance significance of call options. For instance, taking the example of Hải Dương in 18 days over 3-year periods, the model indicates temperatures that surpass those of TRT. At such time farmers might expect a week of abnormal temperature each harvest, which increases the odd that a crop’s harvest could be reduced.

Upside and downside cases: how temperature-based options protect farmers

To illustrate the extent of hedging amounts, first we take into account the Vietnam 2017 rice export value. The rice export value is measured in USD per mt (Table 4).

In recent years, from 2013 onward, export rice price has been rising according to the Vietnam Ministry of Agriculture and Rural Development (MARD, 2018) largely due to the improved quality of the planted rice. This improvement is largely distributed to the ongoing efforts of farmers and manufacturers in choosing seeds and growing techniques. However, the quality and the rice export value are still subject to soil and weather factors. For instance, 2015 heavy heat and drought reduced production quantity and decreased quality by large. Therefore, the use of derivatives like call options will aid in reducing in loss value if unfavorable conditions are presented. We illustrate such a use in the upside and downside cases for Thái Bình city options, under the following steps:

(i) Input of export quantity and value per mt for 2017
(ii) Present 3 situations in which rice price per mt drops or rises by 1, 2 and 3 standard deviations from the mean export price per mt of the 2009-2017. Standard deviation(s) from the mean is denoted by k(s).
(iii) Identify the currency value of the amount hedged by the call options presented in section 5.
(iv) Present upside and downside cases of export rice

Since a long position for dropping price is similar to a short position for rising price, we are taking a long position stand (Table 5). Long positions are farmers and rice manufacturers, who will face a possible drop in price, which is 1, 2 and 3 k, accordingly. These changes in price are assumed and thus can be different in reality. The rise or drop in price, under the scope of this paper, is mainly due to irregular temperature patterns. Taking the case of Thái Bình city, a farmer who longs a 3-month call option before export will experience these two cases.

Upside case

Export price per mt drops 1, 2, and 3 k. The farmer is entitled to maximum losses of $16.01, $32.03 and $48.04 per mt, respectively. These translate into max losses of $96mn, $192mn and $288mn, respectively. Because 2017 total rice export value (MARD, 2018) was nearly $3bn, call options could have hedged losses for nearly 10% of total export value. On the other hand, the short positions can earn respectively the hedged losses valued. In other words, if long and short positions are parties of the same country, we can expect a net cash outflow from the country owing to negligible change in price.
Table 5. Simulated hedged values over 2017 Vietnam Rice export value.

<table>
<thead>
<tr>
<th>Situations</th>
<th>2017 Total Vietnam export value</th>
<th>$2,700,000,000</th>
<th>Value hedged</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1k</td>
<td>2k</td>
<td>3k</td>
</tr>
<tr>
<td>Thái Bình</td>
<td>$16.01</td>
<td>$32.03</td>
<td>$48.04</td>
</tr>
<tr>
<td>Nam Định</td>
<td>$15.66</td>
<td>$31.31</td>
<td>$46.97</td>
</tr>
<tr>
<td>Hải Dương</td>
<td>$13.53</td>
<td>$27.06</td>
<td>$40.59</td>
</tr>
<tr>
<td>Ninh Bình</td>
<td>$18.18</td>
<td>$36.36</td>
<td>$54.54</td>
</tr>
<tr>
<td>An Giang</td>
<td>$17.16</td>
<td>$34.33</td>
<td>$51.49</td>
</tr>
</tbody>
</table>

Source: Authors’ calculation.

Table 6. Beyond-hedge value.

<table>
<thead>
<tr>
<th>Beyond-hedge value</th>
<th>Seed quantity at $63.8 per mt (ton)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1k</td>
</tr>
<tr>
<td>$16.9</td>
<td>0.265</td>
</tr>
<tr>
<td>$17.2</td>
<td>0.270</td>
</tr>
<tr>
<td>$19.4</td>
<td>0.304</td>
</tr>
<tr>
<td>$14.7</td>
<td>0.231</td>
</tr>
<tr>
<td>$15.7</td>
<td>0.247</td>
</tr>
</tbody>
</table>

Source: Authors’ calculation.

Downside case

In reverse of upside case, when export price increase greatly (and in reality, they did from 2014-2017), the farmers can choose not to exercise the call options and only earn money from the rice. Otherwise, they can choose to exercise the contracts and earn the spread. The spread here is the difference between a favorable temperature and the call option’s strike temperature (Table 2) multiplied by the option price per mt. We will also discuss the social economic implications of this high gain case in 6.3.

Beyond-hedge gains for farmers and investors

Table 6 presents one of many uses besides hedging of temperature-based call options. Schiller et al (2012) stated: “Since weather variables are mostly uncorrelated with the classical financial market, weather derivatives form the only possibility on the financial market of insuring against unfavorable weather. The development of the weather derivatives market assumes that an increasing number of corporations take advantage of these new opportunities”.

In addition to hedging mechanisms, the value once hedged provides good back up cash for next-season or future production. This back up cash is what we call “beyond-hedge” value of temperature-based options. Taking the second line of Table 6, a Thái Bình city, for example, when the export price drops 1k, the remaining value after the losses is $16.9 per mt. This money can be effectively used to buy 0.265 mt of high-quality type seeds, and stored for use in the future. For this concern, we argue that since there is not a trading market for agricultural derivatives in Vietnam at the moment, their many uses are often overlooked. Table 6 shows that a call option not only helps farmers avoid taking the full-size losses but also frees up cash from such losses in price, providing backup capital for use, like buying seeds for the next harvest. In favorable temperature and price conditions, farmers as long positions also gain what could be called a non-operational profit, which comes from upside price gains rather than from crop production value.

POLICY IMPLICATIONS

Kermiche and Vuillermet (2016) conclude that weather derivatives can be included in a long-term sustainable plan to hedge temperature risk in African countries. Investigating the argument, we have shown the hedging capabilities of weather derivatives in Vietnam in Section 5 and Section 6. Farmers can both protect their production value and gain profits with Alaton model (2002) temperature-based options, provided that a real market exists. Such a market will allow capital flows from the financial market to a commodity-based market. It will provide not only indirect profit opportunities for non-agricultural investors, but also choices for farmers to hedge temperature risks.
Therefore, this section considers policy implications for non-agricultural players, such as investors and regulators on an exchange market. We would like to demonstrate the necessary factors for a viable option trading market in Vietnam and other emerging markets: the market price of risk, clearing houses, investment banks, insurance companies, and structured derivatives. Moreover, based on our experience about Vietnam and reports from SSC (2018) and GSO (2018), we look at some barriers that might undermine the creation of temperature-based derivatives market in Vietnam. Once these barriers are overcome in the near future, Vietnamese farmers may be able to use temperature-based derivatives to deal with changing climate.

**Market price of risk and implications for non-agricultural players**

The market price of risk, or the extra return an investor wants usually reflects the hope for beating non-systematic factors such as inflation (described by inflation premium in the CAPM model), or business risks. In a similar aspect, a temperature-based option offers a premium above irregularities in temperature. While farmers are expected to be effectively hedged against losses using temperature-based derivatives, other non-agricultural earnings can be various.

Given that there is an actively traded market for temperature-based derivatives and a derivative contract is in its effective period, one initial option contract can change hand multiple times, through which secondary sellers and buyers bet their luck and gain profits. For instance, with Nam Định options priced at VND4758 per mt, the primary short-position can bid and sell the contract in a secondary market at par. Under the Alaton model price, Nam Định option is priced at VND4758 at an interest rate of 6.5%, and VND7425 at an interest rate of 6%. A speculative secondary investor, having expected this 0.5% drop in interest rate, can ask for the contract at VND5000. The investor can later sell it at VND6000 to make a non-exercise profit at VND1000. When this process continues with or without the initial contractors exercising it, profit can grow gradually.

Furthermore, temperature-based contracts can be included in investment portfolios. Singal (2017) wrote “commodity futures provide the diversification benefit in combination with equity and bond in the portfolio” and “they can be used as excellent hedging tools against inflation”. In the portfolio context, temperature-based options provide more freedom than futures, since exercising the option is optional, bringing somewhat a “temperature related risk premium” in the traditional portfolio of equity and bonds. Although there is a need for a real market to certify this attribute of Alaton model temperature-based derivatives, we believe that the results should be similar to existing price-underlying or interest-underlying futures or options.

**Policy implications for market regulator**

The main limit of temperature-based derivatives in Vietnam is the lack of a real market. The lack of an official trading platform poses an obstacle for potential market players to determine the suitable price ranges. Moreover, as discussed earlier, the benefits of temperature-based to farmers and non-agricultural players are explicit: the derivatives are not only easy to understand, use and monitor, but also suitable to act as a bridge connecting farmers with capital and insurance market. Therefore, we propose that the Vietnam government, especially the SSC, create a market for agricultural temperature-based derivatives through these following steps:

**Step 1: Strengthen the emerging market**

We acknowledge that the Vietnam equity market is still in the process of development. By 2017, Morgan Stanley Capital International (2017), still categorized Vietnam as a frontier market. This is mainly due to the restricted foreign investment into listed Vietnam companies, and also the lack of complex financial products, such as commercial back securities or derivatives. However, since 2016, both the Ho Chi Minh stock exchange (HOSE) and Hanoi stock exchange (HNX) – the two stock exchanges in the country, have taken efforts to launch futures and warrants. These derivatives, though quite new to the market and stock-underlying, received huge investment. According to the SSC (2018), by July 2018, there are 35,725 active transaction accounts whose values are up to VND4.7 trillion (+50% YoY). Among these accounts, domestic investors account for over 98%, signifying the curiosity of domestic investors towards more complex investment tools.

In this sense, given a still agricultural-based economy, we believe that the market acceptance of temperature-based options will be promising. As for any financial product to be introduced, we suggest the SSC work closely with the Ministry of Agriculture and Rural Development and the Ministry of Finance to collaborate in the collection of harvest timing data, temperature data, rice and related main crops data, export value data, and insurance policies. We expect such cooperation will result in a concrete and real-time database for temperature-based derivatives (in our case, the Alaton model options).

**Step 2: Create a market of options, and involve players**

Once chosen an acceptable pricing model, e.g., Alaton temperature-based model, Agribank one of the four largest banks in the country can support the creation of the clearing house and investment banking of the temperature-based derivatives market. Since Agribank is a state-owned commercial bank, created by the Vietnam
government to infuse credit for agriculture production, it will be capable of providing the capital needed to facilitate the underwriting of new options, asking and bidding, also provisions for long-short party gains and losses.

Next, we recommend Agribank work closely with securities and brokerage firms to market the option contracts to farmers and non-agricultural investors. The marketing process can involve workshops, simulated trading platforms and discounts for first-time users. According to GSO, in Quarter 1, 2018, labor in agriculture is 20.9 million, accounted for nearly 39% of total 15-year-and-older labor force. It would be unrealistic to have all agriculture workforces buying the contracts, but we expect at least 100,000 accounts joining the market (approximately 0.5% of agriculture labor force) once the market is established. This will be about three times the number of accounts currently joining stock-underlying futures.

**Step 3: Extend and evaluate**

Our proposed temperature-based option contract can be extended in several ways. Instead of using temperature as the underlying asset, Agribank and brokerage firms can create other options whose underlying assets are humidity, average sunlight hour, and so on. Similar to temperature, those are climate elements encompassed in the agricultural production and can be easily monitored by farmers. Farmers, having a diverse base of underlying, will have more freedom in choosing the right hedging tool specifically for their crops.

On the other hand, options, just like stocks or mortgage, can be pooled together as collaterals for commercial-back securities (CBS). We expect the introduction of CBS will elevate the complexity of Vietnam market and make it more attractive to foreign investors. As a result, by virtue of temperature-based derivatives, Vietnam might be able to see its market rank elevated to emerging market, or even a developed one. In short, we see agricultural temperature-based options as a great bridge that links the agriculture sector more closely with the financial sector, a relationship that fuels Vietnam economy to a more horizontal growth across sectors.

**Barriers to temperature-based derivatives market in Vietnam**

Although we try to put forth a step-wise action framework for market regulators in 7.2, we recognize that there are several existing barriers which hinder the creation of an attractive temperature-based derivatives market in Vietnam. The first barrier is the limited financial knowledge of potential market players, e.g., farmers. According to GSO (2018), among the 15-year-old-and-older labor force, only around 20% are trained workers from industrial schools and colleges. Educating and convincing farmers in this 20% to join financial markets are already challenging and time-consuming tasks.

The second barrier is the currently strong foreign influence on Vietnam stock market. According to SSC (2018), foreign investors account for around 60.7% total stock market transaction value. This means that the Vietnam stock market is extremely sensitive to foreign investment. We observed that from March to July, 2018, when foreign investors withdrew from Vietnam and other emerging markets in fear of imminent Trump-provoked trade war, VN-Index (Vietnam general market index) dipped from 1201 basis points to 898 basis points, but it recovered in September, 2018 to 1024 basis points when foreign capital flooded back in. Broadly speaking, the acceptance of a temperature-based derivatives market depends greatly on foreign investors’ decision, whereas we are not able to recognize that SSC can convince them to invest.

The last barrier is the perceptions of Vietnamese farmers, which are probably the hardest to tackle. To our best knowledge, most Vietnamese farmers think and produce crops according to annual harvest, which is short-term. They tend not to have backup plans to hedge against unexpected events. Therefore, a risk-hedging product like temperature-based options might not be attractive to farmers. Without our target users, a temperature-based derivatives market simply cannot exist. In short, despite the promising benefits of temperature-based options, we need to have continuous efforts to create it.

**Conclusion**

Despite the fact that there is not a real market for weather derivatives, we see great potential for them, especially temperature-based options. We also note that, while weather elements are uncorrelated with the equity market, they can be easily monitored by farmers in the production process. We expect that, owing to this ease-of-use, even farmers with insufficient financial skill will find weather derivatives attractive enough to utilize them as risk hedging methods. Thus, we hope the introduction of weather derivatives into Vietnam market will engage more agricultural players with the equity market, from which both sectors can see great upside potentials.

In addition, our results showed that the pricing results vary among the provinces. We see this as a province-specific use of temperature-based derivatives. Every city in Vietnam can create option contracts suitable for their climate and agricultural production pattern. This suits greatly to the country of vast climate diversity from north to south. In addition, the SSC and related parties can create markets and complex financial products from our proposed temperature-based options, which will act as an elevator to improve the health of Vietnam financial...
market regulators must overcome several barriers in order for temperature-based derivatives market to exist. Technically speaking, further research can extend the depth of our study by applying more complex model than Alaton model. For instance, Spline model by Schiller et al. (2012) separates the daily temperature data $T_t$ into a trend and seasonality component in the mean, and captures daily temperature variations. The underlying assets are various ranging from temperature to precipitation level, which can also provide good cases for future studies. Finally, the Alaton model (2002) can be applied to countries neighboring Vietnam which are too agricultural intensive such as Thailand or Myanmar, where we expect the use of weather derivatives can also be applied.
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This paper investigates the relationship between money laundering and economic growth in Trinidad and Tobago. It utilizes annual secondary time series data for the period 1990 to 2017. The proxy of fraud offences and narcotics is used to estimate the volume of money laundering. Cointegration analysis and Error Correction Modelling is employed to test the long-run and short-run relationship between money laundering and economic growth. Long-run analysis revealed that there is a positive significant relationship between fraud offences and economic growth while narcotics offences maintained a negative significant relationship with economic growth. In the short-run, estimations revealed that only fraud offences had a significant negative impact on economic growth.
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INTRODUCTION

This paper examines the issue of money laundering and its impact on the Trinidad and Tobago economy. Trinidad and Tobago have been branded as a major money laundering country by the 2018 International Narcotics Control Strategy Report. This was harmonized by the Basel Anti-Money Laundering (AML) Index 2017 Report. The country received a Basel AML Index of 6.8 placing it in the high-risk category of countries vulnerable to money laundering. Accordingly, it was ranked the 35th highest risk country prone to money laundering out of 146 countries worldwide. The country received a ranking of the 5th highest risk country susceptible to money laundering in the Latin American and the Caribbean region after Paraguay, Haiti, Bolivia and Panama which received Basel AML Indices of 7.53, 7.50, 7.17 and 7.01 respectively. The Basel AML Index 2017 Report distinctly identified five factors which constituted a high-risk ranking in the Basel AML Index. These factors included a high-level of perceived corruption, shortfalls in the AML/Combating Terrorist Financing (CFT) framework, poor financial standards, lack of public transparency and weak political rights and rule of law.

There is a lack of empirical research which assesses the impact of money laundering on the economic stability and welfare within the Caribbean and more specifically, Trinidad and Tobago. The increasing risk of money laundering should necessitate consistent updating of pragmatic research efforts to follow and examine any ongoing trends which may be linked to money laundering. Although it is intrinsically challenging to measure and...
assess the impact of money laundering on an economy, this study endeavours to combine both existing economic theory and prior empirical studies to formulate an appropriate model to explain Trinidad and Tobago’s experience of money laundering.

This paper uses cointegration and error correction analysis to test both the short-run and long-run relationship between money laundering and the economic growth using time series data for the period 1990-2017. Two variables are used as money laundering proxies; narcotics offences and fraud offences, in the econometric model as they were assumed to generate adequate volumes of illegal proceeds which require laundering.

The paper is structured into five sections. This first section provides context to why it was vital to explore the issue of money laundering in Trinidad and Tobago. Then there is a brief survey of literature. The third section looks specifically at the economic environment which may possibly be conducive to money laundering. Section 4 discusses the data, the methodology and the model used to examine the short- run and long- run impact on economic growth. Section 5 concludes and proposes some policy recommendations.

LITERATURE REVIEW

Money laundering and the macro-economy

There have been several international studies which examined the relationship between money laundering and economic growth. For example, Argentiero et al. (2008), in their case study of Italy, the analysis suggested two main results. First, money laundering accounts for approximately 12 percent of aggregate GDP. Secondly, money laundering is negatively correlated to GDP and it is more volatile than aggregate GDP itself. Stancu and Rece (2009) examined data collected from USA, Russia, Romania and eleven other European countries, using a linear regression model. Their results supported the hypothesis that money laundering can lead to short-run economic benefits. These findings contradicted the prevalent hypothesis that money laundering and economic growth are inversely related. Using an annual dataset spanning from 1985- 2013, Villa et al. (2016) estimated the volume of laundered assets in the Colombian economy. Their results confirmed that the volume of laundered assets increased from about 8 percent of gross domestic product in the mid-1980s to a peak of 14 percent by 2002 and declined to 8 percent in 2013. Bett and Muturi (2016) utilized dynamic ordinary least squares to estimate the relationship between economic crimes and economic growth. Annualized data from the period 2000-2014 were used. Findings confirmed a strong negative and significant relationship between illicit financial flows and economic growth in Kenya both in the short and long run. Barone et al. (2017) analysed the influence of the business cycle on illicit capital, money laundering and legal investment at the macro level. It was concluded that as legal capital is accumulated by organized crime, a decelerating growth trend is observed. The stagnation assumption can be said to hold for the illegal economy. Results showed that illegitimate capital is affected by the business cycle mainly through the capital multiplier, which in turn depends on the interest rate path.

More recently, Hetemi et al. (2018) evaluated the impact of money laundering on economic growth concentrating on Republic of Kosovo and its trade partners. Using data from 2008-2015, a GMM technique was employed. They tested three hypotheses: one, whether money laundering has an effect on the level of economic growth; two, whether the effect of money laundering on economic growth was negative, and three, whether the increases in crime, corruption and informal economy decreases economic growth. Results supported the hypothesis that money laundering has a significant and negative effect on economic growth. These results are consistent with past literature. They also found that the informal economy and corruption have a negative and significant effect on economic growth. Whilst, the consequence of the number of crimes was not as anticipated, it was found to be statistically insignificant.

To date, there are only two non-published studies which have attempted to use econometric analysis to access the impact of money laundering in the English-speaking Caribbean. These studies include those of Gray-Farquharson (2007) which provided an empirical assessment for the period 1972- 2005 of the impact of money laundering on the financial system and economy of Jamaica. Sectioned into two parts, first, the relationship between money laundering and economic growth was tested. Using cointegration and Vector Error Correction model (VECM) methods, the results revealed a positive and significant relationship between the economic growth and money laundering in Jamaica in the long run. Thereafter, she estimated how money laundering activities affected the Jamaican financial system. Using the money demand variable as the proxy representative of the financial system, the results indicated a positive relationship between money demand and money laundering. Results suggested that the persistence of money laundering has the ability to threaten the financial stability of Jamaica which can consequently affect economic growth.

Subsequently, Jones (2015) attempted a similar analysis for the case of Trinidad and Tobago. She investigated the effects of money laundering on economic and financial stability using an annual time-series data for the period 1990-2014. Cointegration and error correction models were also used to estimate the long run and short run relationships between money laundering and the financial system and the economy. Additionally, the Granger causality test was performed to determine the
direction of causal flow among the variables. Two variables were used to represent the money laundering phenomenon; drug trafficking and fraud, as they were assumed to generate sufficient volumes of proceeds which necessitated laundering.

The results confirmed a positive and statistically significant relationship between the money laundering proxy, drug trafficking and economic growth, while a negative one existed between the proxy, fraud, and economic growth. Interestingly, in the Trinidad and Tobago setting, it was confirmed that a negative and significant relationship exists between the money laundering variables and the money demand. Using the Granger Causality test, it was suggested that both drug trafficking and fraud were found to Granger cause economic growth, whilst only fraud was found to Granger cause money demand.

THE ENVIRONMENT FOR MONEY LAUNDERING IN TRINIDAD AND TOBAGO

Referenced as an ideal “cocaine and marijuana trans-shipment” point by the US Department of State, Trinidad and Tobago are susceptible to several transnational criminal activities involving both domestic and international organised criminal individuals and organizations. The country is located just about 7 miles off the Venezuelan coast, and given the recent troubles, it is not surprising that there are spillover effects. Much of this activity revolves around the informal economy. Studies have shown that the informal economy represents a significant segment of the country’s economic activity. The informal sector accounts for between 26-33% of total economic activity (Peters, 2017). This estimate by Amos coincides with previous approximations, 35% of GDP (Schneider et. al 2010), 25% of GDP in 2000 (Vuletin 2008) and the earliest estimation of the informal economy found was 20% of GDP in 1999 (Maurin et al., 2006).

Corruption has been strongly linked to money laundering. The 2017 Corruption Perception Index (CPI) ranked Trinidad and Tobago as the 77th least corrupt country out of 180 countries, with a CPI score of 41/100 in 2017. This had slightly increased from 35 points in 2016. However, a CPI of 41 points still indicates that the country is perceived relatively corrupt. Trinidad and Tobago’s CPI score falls short of the internationally acceptable average score of 43 (TTTI, 2018). A high predisposition to corruption has serious implications, exposing the country to the risk of money laundering. Corrupt persons and institutions make the process of money laundering easier to conceal illicit proceeds.

The lack of effective investigation and prosecution of financial crimes in Trinidad and Tobago makes it an attractive location to launder illicit funds without severe consequences. There has been no adjudication or criminal convictions for the offence of money laundering in Trinidad and Tobago. Consequently, the country has received low ratings for compliance by CFATF. The cases presently before the courts are predicate crimes of: fraud, illegal gambling, drug trafficking, larceny servant, corruption, robbery, conspiracy to defraud and falsification of accounts. The FIUTT (2017) highlighted that the effectiveness of money laundering investigation and prosecution was low. The CFATF Mutual Evaluation emphasized that “the lack of ML arrests coupled with the risks associated with the jurisdiction along with the lack of priority given to investigation suggests that the offence of ML is not properly investigated” (CFATF, 2016, 6). Swift convictions of individuals for financial crimes can act as a preventive measure in decreasing the probability of money laundering occurring within Trinidad and Tobago. Although, there has been multiple charges laid against persons, no individual has faced the full brunt of the law for the criminal act of money laundering. As such, the CFATF declared that the crime of money laundering is not given priority within the Court system of Trinidad and Tobago.

Like in many other countries, there is a pronounced disparity between the punishment associated with white-collar crimes and blue-collar crimes. Money laundering falls within the realm of white-collar crime. More leniency is granted to white-collar criminals by the judicial system in Trinidad and Tobago. The variance in treatment of white-collar criminals in Trinidad and Tobago occurs in the form of a “failure to press criminal charges, delayed investigation and state protection of the elite” (Kerrigan and Sookoo, 2013, 165). Violent crimes received more severe punishment in terms of prison sentences and fines imposed when compared to white-collar crimes even though white-collar crime has a greater financial cost and much more victims impacted as opposed to “violent street crimes”. Unfortunately, these implications are not reflected in the punishment of white-collar crime.

The following section highlights the high-risk sectors prone to the occurrence of money laundering. Observing that some sectors were more vulnerable than others to the risk of money laundering, the FIUTT adopted a risk-based methodology to supervision and identified five high-risk sectors amongst Listed Businesses (LBs): Attorneys-at-law, Accountants, Private Members Clubs, Real Estate and Motor Vehicle Sales which were deemed as exposed to a higher occurrence of money laundering. Other sectors apart from those listed as high risk which are of equal importance to understanding the threat of money laundering were discussed.

Sectors susceptible to money laundering in Trinidad and Tobago

One of the most susceptible areas of money laundering
globally is the financial sector. Trinidad and Tobago have one of the most sound, well-developed financial sectors in the Caribbean region. It is highly liquid banking, stock market, insurance sectors, has been the most dominant in terms of expansion into other CARICOM markets. Therefore, it is a net capital exporter to neighbouring states. The banking sector is seen as the “gatekeeper” of the financial sector (CFATF 2016, 72). However, as Seuraj and Watson (2012) emphasized, banks in their daily operations are predisposed to several risks which, if not managed or controlled, may result in unfavourable implications for the entire economy. In Trinidad and Tobago, banks are cognizant of the money laundering risks which exist and the associated AML/CFT requirements, especially as the country is frequently struggling to get itself off various “black lists”. The sector has been extra vigilant in ensuring that the risk of money laundering is minimized. The CFATF explained that four of the commercial banks operating within Trinidad and Tobago are each part of an international group headquartered in North America where domestic banking operations in Trinidad and Tobago are subjected to a more stringent AML/CFT requirement than the home country.

The banking sector is heavily regulated by the CBTT (Central Bank), supported by the Securities Exchange Commission (TTSEC), with suspicious transactions being monitored by the FIUTT (Financial Intelligence Unit); all in an effort at minimizing the risk of money laundering through this channel. It must be acknowledged that, unlike many of its neighbours, Trinidad and Tobago do not have a large and thriving offshore financial sector. However, many of these Caribbean countries with vibrant offshore banking operations have been scrutinized and criticized for fuelling unacceptable and criminal behaviours such as tax evasion, tax avoidance and money laundering.

Attorneys-at-law, accountants and real estate agents are the architects behind several activities including but not limited to facilitating the exchange of ownership of assets, management of client’s money, securities and other assets, facilitating financial transactions, provision of financial and legal advice inter alia. Attorneys, accountants and real estate agents are privy to sensitive legal and financial information related to their clientele which may be able to help in the fight against money laundering. Strict AML coverage must include these professions to improve the country’s image in the eyes of international agencies. Attorneys, accountants and real estate agents are obligated to act both ethically and within the confines of the law. These professionals are expected not to aid and abet clients with committing the crime of money laundering or any of its predicates. It is imperative that attorneys, accountants and real estate agents are able to detect and report any suspicious activities in which they may encounter in their professions. Listed businesses’ supervision falls under the purview of the FIUTT in the initiative to combat money laundering. There is much room for improvement in the regulation of this sector in Trinidad and Tobago.

The FIUTT (2018) has categorized the real estate sector in Trinidad and Tobago as the one most vulnerable to the risk of money laundering. The real estate sector is used to convert “dirty money” into a secure and long-term investment. The ownership of real estate creates a façade of respectability, legitimacy and normality for scheming criminals engaged in obscuring the proceeds from their criminal activity. This method is commonly used in the integration stage of the money laundering process.

On an annual basis via the FIUTT Annual Reports, suspicious activities have been reported to be recurring within the real estate sector. Notably, the real estate sector involves large volumes of funds and multiple parties engaged in every single real-estate transaction. This creates additional layers in the concealment of illegal proceeds making it tremendously challenging to detect property dealings and transactions connected to money laundering. Consequently, the globalisation of the real estate market makes it even more difficult to identify real estate transactions associated with money laundering especially when potential owners can be elusive international criminal elements.

Money laundering creates distortions in the real estate market such as unexplained increases in the demand for real estate. This inexplicable demand creates an upward pressure on real estate prices which leads to spiralling real estate prices (CBTT, 2007). This impacts a large cross-section of prospective buyers as the market prices are inflated, and in some cases deflated, due to the manipulation of the real estate market to ensure that there is little suspicion of the high volume of illegitimate proceeds being channelled into the sector.

A major drawback in the fight against money laundering in Trinidad and Tobago is that LBs, particularly those in the real estate, do not possess a comprehensive understanding of money laundering risk or the scope and depth of actions necessary to alleviate varying money laundering risks in this sector. Furthermore, it was noted that real estate agents have not properly analysed their money laundering risk, nor have they adequately applied mitigating measures commensurate with their risks (CFATF, 2016). Much improvement in risk assessment, monitoring and enforcement of anti-money laundering policies by all stakeholders is required to minimize the occurrence of money laundering within this sector.

Money launderers can easily convert illegal proceeds through the used-car industry or the motor-vehicle sales industry by procuring motor vehicles especially through cash transactions to legitimize unlawful earnings. The purchase of luxury vehicles is done to conceal “dirty”
money within the real economy. According to the United States Department, law enforcement (2017; 2018) sources indicated that incomes from the black-market sale of firearms and suspicious sales of smuggled used luxury vehicles rival income from local drug sales. Trinidad and Tobago remain one, if not the only country, with a thriving gaming sector that is completely unregulated. The allure of the high cash-intensive nature of casinos makes it a perfect “playground” for money launderers worldwide. In Trinidad and Tobago, public casinos and online gaming are all illegal. However, casinos have been operating under the guise of Private G Club (PMC). Though the supervision of PMCs falls under the purview of the FIUTT, the non-existent regulations and poor controls which govern the operations of these types of organizations makes it a prime target for money laundering. Money launderers are able to exploit the “casino-like environment” of PMCs which handle large sums of money under archaic regulatory supervision presently followed in Trinidad and Tobago.

There is a significant presence of PMCs within Trinidad and Tobago which provide gambling activities through gaming tables and machines that are similar to casinos. The high-cash intensity of these institutions, the unscrupulous nature of the clientele which PMCs attract and the non-rigorous application of the AML/CFT requirements all signals a poorly regulated sector which make it highly susceptible to money laundering. There have been instances where some banking institutions have declined to conduct business with some of these PMC institutions because of the perceived high risks posed by this industry.

Noticeably, there is an inadequate AML/CFT regime within Trinidad and Tobago especially for the supervision of PMCs. There are no provisions in place which prevents criminals or their associates from holding key influential positions in a PMC or having a significant or controlling interest or holding a management function or being an operator of a PMC (CFATF, 2016).

Since November 2017, when Trinidad and Tobago made a high-level political commitment to work with the FATF and CFATF to strengthen the effectiveness of its AML/CFT regime and address any related technical deficiencies. Trinidad and Tobago have taken steps towards improving its AML/CFT regime, by proclaiming laws on NPO supervision and civil asset recovery. Trinidad and Tobago should continue to work on implementing its action plan to address its strategic deficiencies, by implementing: (1) the remaining measures to further enhance international cooperation; (2) the issues related to transparency and beneficial ownership; and (3) the measures to monitor NPOs on the basis of risk (FATF, 2019) (http://www.fatf-gafi.org/publications/high-risk-and-other-monitored-jurisdictions/documents/fatf-compliance-june-2019.html). On December 7th, 2019, the government announced a move to de-monetise the entire stock of $100 bills in 2 weeks. The bills were replaced by new polymer notes. The stated purpose of the action was to prevent money laundering, fraud and corruption.

**METHODOLOGY**

Money laundering is a challenging economic problem to model as its monetary value cannot be easily quantified. Nevertheless, Cointegration analysis and an Error Correction Model (ECM) were used here to examine both the short run and long run relationship between money laundering and economic growth. Secondary time series data, for the period 1990 to 2017, were obtained from various databases, including: the Central Bank of Trinidad and Tobago (CBTT), Handbook of Key Economic and Financial Statistics, the Central Statistical Office (CSO) of Trinidad and Tobago, the Crime and Problem Analysis Unit (CAPA) of the Trinidad and Tobago Police Service (TTPS), the World Bank’s World Development Indicators and the United Nations (UN). The following is the general form of the model used in the analysis:

$$\text{RGDP} = f(\text{FRD, NAR, INF, GFCF})$$

Where, Real GDP = The dependent variable; FRD = fraud offences, expected to be positively related to with money laundering, negatively related to GDP; NAR = narcotics offences, narcotics offences can have a negative impact on the economic stability and growth of a country; GFCF = Gross Fixed Capital Formation measures investment. Based on the premise that economic growth is not possible without an increase in capital formation, this implies that investments will have a positive impact on economic growth; INF = Inflation, money laundering can cause fluctuations in the demand for cash, making interest and exchange rates more volatile, and thereby triggering higher levels of inflation.

**FINDINGS AND DISCUSSION**

In order to prevent the occurrence of spurious results, the Augmented Dickey Fuller (ADF) was used to test for stationarity of all variables included in the model. Using the Schwarz criterion for the optimal lag selection process, it was determined that one lag should be included in the model. The results of the ADF tests are summarized in Table 1. The Gross Fixed Capital Formation, Narcotics offences and Inflation variables were determined as I(1) or integrated of the first order at the 5% level of significance. However, both the real GDP and Fraud offences variable were found to be integrated of the second order or I(2), as seen in Table 1.

Due to the small sample size, the t-statistics are not valid as the large sample properties do not hold. The p-value criteria at a 5% significance level were used to determine the stationarity or order of integration of the variables. Owing to the sporadic nature of the time series, the intercept and trend assumption would be adopted as the most appropriate test for stationarity.

---

1 This sample period; 1990–2017, was constrained by the availability of data which was sourced from the APA Unit of the TTPS as there were no available crime data prior to the year 1990.
**Table 1.** Augmented Dickey Fuller Unit Root Test results.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Augmented dickey fuller test</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Order of Integration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Level</td>
<td>First difference</td>
<td>Second difference</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Trend and Intercept</td>
<td>Intercept</td>
<td>Trend and Intercept</td>
<td>Intercept</td>
<td>Trend and Intercept</td>
<td>Intercept</td>
</tr>
<tr>
<td>RGDP</td>
<td>0.9996</td>
<td>0.5343</td>
<td>0.2659</td>
<td>0.1845</td>
<td>0.0000*</td>
<td>0.0000*</td>
</tr>
<tr>
<td>LNGFCF</td>
<td>0.3547</td>
<td>0.2877</td>
<td>0.0024*</td>
<td>0.0000*</td>
<td>0.0000*</td>
<td></td>
</tr>
<tr>
<td>LNINF</td>
<td>0.0820</td>
<td>0.0000*</td>
<td>0.0000*</td>
<td>0.0000*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LNFRD</td>
<td>0.3326</td>
<td>0.1255</td>
<td>0.9689</td>
<td>0.0000*</td>
<td>0.00005*</td>
<td>0.0000*</td>
</tr>
<tr>
<td>LNNAR</td>
<td>0.4159</td>
<td>0.5769</td>
<td>0.0017*</td>
<td>0.0002*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*** indicates stationarity; p-value < 0.05.

**Table 2.** Johansen procedure cointegration test results for logged variables.

<table>
<thead>
<tr>
<th>Null</th>
<th>Alternative Statistic</th>
<th>0.05 Critical Value</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>r=0</td>
<td>r≥192.96219</td>
<td>69.81889</td>
<td>0.0003</td>
</tr>
<tr>
<td>r=1</td>
<td>r=247.20599</td>
<td>47.85613</td>
<td>0.0575</td>
</tr>
</tbody>
</table>

Where r is the number of cointegrating vectors. Decision Rule: Reject the null hypothesis in favour of the alternative hypothesis if the p-value is less than 5% until we fail to reject null hypothesis. It must be noted that the process limited to null hypothesis: r = N - 1; where N is the number of variables included in the model.

LNGFCF, LNNAR and LNINF were I(1) or integrated of order one whilst LNRGDP and LNFRD were I(2) variables or integrated of the second order. In this study, both LNRGDP and LNFRD were I(2) variables which meant that jointly they form an I(1) process and can be combined with LNGFCF, LNNAR and LNINF, I(1) variables, to test for cointegration, satisfying the condition that all variables be integrated of the same order.

The results from the trace test indicated that there is only one cointegrating equation at the 5% level of significance which was validated by the max-eigenvalue statistic test. This implies that there is in fact a long-run relationship between real GDP, gross fixed capital formation, fraud offences, narcotic offences and inflation (Table 2).

From the above, the cointegrating equation is given as:

\[
\ln \text{rgdp} = 0.431523 \ln \text{gfcf} + 0.067631 \ln \text{frd} - 0.329627 \ln \text{nar} + 0.116430 \ln \text{inf} + 0.04327
\]

The signs are reversed because of the normalization process. All independent variables included in the model were statistically significant, as the estimated p-values related to the coefficients were all less the 5% significance level; (0.02616), (0.04868), (0.04124) and (0.04327).

Results show that the long-run estimated relationship between GFCF and real GDP is positive which aligns with the a priori expectations. The inverse relationship between narcotics offences and RGDP verifies the negative a priori expectation. On the other hand, the positive estimated long-run relationship between fraud offences and RGDP and inflation and RGDP contradicts the a priori expectations. This inconsistency suggests that an increase in fraud offences has the ability of increasing the real GDP of Trinidad and Tobago in the long run. Similarly, the positive relationship between inflation and real GDP implies that increases in the rate of inflation increases the real GDP.

**Error correction modelling**

Given the variables are cointegrated; it suggests that there exists an adjustment process which prevents the errors in the long run relationship from increasing (Engle and Granger, 1987). As such, VECM can be used since we have a cointegrating equation. The VECM is an appropriate estimation procedure which adjusts to both short run changes in variables and deviations from
significant at a 5% level of significance which validated that there is a long run relationship among the variables included in the model. The coefficient of the ECT represents the speed of convergence of the short-run model to the equilibrium. The adjustment coefficient of the ECT informs that the previous year's deviation from long run equilibrium is corrected in the current period at an adjustment speed of approximately 22%.

The VECM estimations revealed the short run dynamics; the individual lagged coefficients for LNRGDP and LNFRD were statistically significant at a 5% significance level while LNINF(-1) was statistically significant at the 10% significance level. LNNAR(-1) was found to be statistically insignificant within the short-run model. To ensure robust and reliable results the Breusch-Godfrey Serial Correlation LM Test was conducted to test for serial correlation, Breusch-Pagan Test and the Jarque-Bera test were employed to check for heteroscedasticity and normality. Using the p-value approach at a 5% level of significance, we failed to reject their null hypotheses, suggesting that the residuals were normally distributed, homoscedastic and not serially correlated.

The significant negative impact of narcotics offences on economic growth in the long-run is consistent with the both a priori expectations and past empirical literature. On the contrary, the money laundering variable, fraud offences, was ascertained at a 5% significance level to have statistically significant positive relationship on long-run economic growth. This finding contradicts the leading hypothesis that money laundering and economic growth are inversely related.

However, in the short-run, the money laundering proxies exhibited the opposite relationship when compared with long-run estimations. Fraud offence was determined as statistically significant and negative within the short-run model validating that there exists a negative relationship between fraud offences and short-run economic growth. On the other hand, the narcotics offences variable was revealed as statistically insignificant within the short-run model. Though, the estimated coefficient observed indicated a positive relationship in the short-run.

Although, a positive relationship was established between economic growth and the money laundering proxies; fraud offences in the long-run model and narcotics (not statistically significant) in the short-run, it must not minimize the destabilizing effects that money laundering causes the overall economy and the importance of reducing its occurrence. Most theories posit that by neglecting to aggressively fight against money laundering more funds are to be made available for scheming individuals to be reinvested in unlawful activities which can lead to a breakdown of the socio-economic environment.

**SUMMARY AND POLICY RECOMMENDATION**

The main objective of this study is to evaluate the economic growth- money laundering relationship in Trinidad and Tobago using secondary time series data for the period 1990-2017 using cointegration and ECM techniques. The evidence generated indicates that there is a statistically significant negative impact of narcotics offences on economic growth in the long-run which is consistent with the a priori expectations and past empirical literature. Conversely, fraud offences at a 5% significance threshold, was confirmed as having a statistically significant positive relationship on long-run economic growth. This finding contradicts the leading hypothesis that money laundering and economic growth are inversely related.

In the short-run, the money laundering proxies exhibited the opposite relationship when compared with long-run estimations. Fraud offences were statistically significant and negative, validating an inverse relationship exists between fraud offences and short-run economic growth; while the narcotics offences variable was positive and statistically insignificant within the short-run model.

Although, a positive relationship was established between economic growth and the money laundering proxies; fraud offences in the long-run model and narcotics (not statistically significant) in the short-run, it must not minimize the destabilizing effects that money laundering.

---

**Table 3. VECM Estimation Output.**

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Std.</th>
<th>Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECT</td>
<td>-0.214342</td>
<td>0.05118</td>
<td>-4.187977</td>
<td>0.0005***</td>
</tr>
<tr>
<td>LNRGDP(-1)</td>
<td>0.354299</td>
<td>0.139813</td>
<td>2.534089</td>
<td>0.0197***</td>
</tr>
<tr>
<td>LNFRD(-1)</td>
<td>-0.055245</td>
<td>0.02137</td>
<td>-2.585153</td>
<td>0.0177***</td>
</tr>
<tr>
<td>LNNAR(-1)</td>
<td>0.049408</td>
<td>0.034172</td>
<td>1.445858</td>
<td>0.1637</td>
</tr>
<tr>
<td>LNINF(-1)</td>
<td>-0.028917</td>
<td>0.015302</td>
<td>-1.88976</td>
<td>0.0734**</td>
</tr>
<tr>
<td>C</td>
<td>0.026437</td>
<td>0.008506</td>
<td>3.107925</td>
<td>0.0055***</td>
</tr>
</tbody>
</table>

*** and ** indicates significance at 5% and 10% respectively; p-value < 0.05 and p-value < 0.10.

Source: Eviews output.
laundering causes the overall economy and the importance of reducing its occurrence.

In conclusion, the following results were observed: it was determined that money laundering influences economic growth in Trinidad and Tobago in both the short-run and long-run. The effect of money laundering on economic growth is both positive and negative depending on the proxy and time-span; that is, short-run or long-run.

It is critical that Trinidad and Tobago implements specific policies designed to improve mechanisms used to combat money laundering, thus, minimizing the negative impact on economic growth. Policy decisions and appropriate actions must be consistent with the risks faced by Trinidad and Tobago. Given the empirical results, several areas of improvement were identified.

Trinidad and Tobago should strive towards attaining the status of a fully compliant member of the CFATF by improving its partial compliance and non-compliance ratings in the 40 FATF recommendations. Improvement in the effectiveness level ratings is also necessary as currently all 11 categories received a low or moderate compliance rating.

Archaic money laundering regulations and laws urgently need to be updated within Trinidad and Tobago, especially for the gaming sector and LBs which are high risk. The Gambling (Gaming and Betting) Control Bill 2016 is yet to be enacted in Trinidad and Tobago. Focus also needs to be directed on tackling the predicate offences of money laundering as choosing to combat only money laundering instead of fighting the underlying criminal activity can be ineffective.

It is also necessary that the borders of Trinidad and Tobago are effectively monitored and protected to fight against the illegal drug trade. An enhancement of the enforcement capabilities by ensuring that there is adequate, skilled and well-equipped manpower geared towards reducing the incidence of money laundering either through fighting crime, gathering intelligence and conducting investigations can lead to the fair and timely prosecution of guilty parties.

Continuous money laundering risk assessment of various sectors should be conducted to ensure that the necessary resources are allocated proportionate to the risk posed in each sector. Additionally, this can be used to track whether the level of risk within various sectors of the country are increasing or decreasing. This will give an indicator of the effectiveness of the existing regulatory and legal framework aimed at fighting money laundering.

Continuous empirical research should be completed to examine the evolution of the relationship between money laundering and economic growth. It is important that pragmatic research extends throughout the Caribbean. This, however, is restricted due to the unavailability of data. In most instances, only a short time period of available data can be tested as seen in this study.

Additional areas of research can be completed by including other money laundering proxies to the model or creating a new model. Additional money laundering proxies which can be incorporated in econometric testing are the annual STR/SAR (sector specific or aggregate) and the CPI. Alternative econometric models can also be used such as panel estimation or GMM to analyse the impact of money laundering on the economy.
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